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Abstract 

 
Diurnal mountain wind systems are local thermally driven wind systems that form over mountainous terrain 
and are produced by the buoyancy effects associated with the diurnal cycle of heating and cooling of the 
lower atmospheric layers. This chapter reviews the present scientific understanding of diurnal mountain 
wind systems, focusing on research findings published since 1988. Slope flows are examined first, as they 
provide a good introduction to the many factors affecting diurnal mountain wind systems. The energy 
budgets governing slope flows; the effects of turbulence, slope angle, ambient stability, background flows 
and slope inhomogeneities on slope flows; and the methods used to simulate slope flows are examined. 
Then, valley winds are reviewed in a similar manner and the diurnal phases of valley and slope winds and 
their interactions are summarized. Recent research on large-scale mountain-plain wind systems is reviewed, 
with an emphasis on the Rocky Mountains and the Alps. Winds occurring in closed basins and over 
plateaus are then discussed, and analogies between the two wind systems are outlined. This is followed by a 
discussion of forecasting considerations for diurnal mountain wind systems. Finally, the chapter concludes 
with a summary of open questions and productive areas for further research. 
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1. Introduction 
 
Diurnal mountain winds develop, typically under fair weather conditions, over complex topography of all 
scales, from small hills to large mountain massifs, and are characterized by a reversal of wind direction 
twice per day. As a rule, upslope, up-valley and plain-to-mountain flows occur during daytime and 
downslope, down-valley and mountain-to-plain flows occur during nighttime. 
 
Because diurnal mountain winds are produced by heating of atmospheric layers during daytime and cooling 
during nighttime, they are also called thermally driven winds. Horizontal temperature differences develop 
daily in complex terrain when cold or warm boundary layers form immediately above sloping surfaces. Air 
at a given point in the sloping boundary layer is colder or warmer than the air just outside the boundary 
layer at the same elevation. These temperature differences result in pressure differences and thus winds that 
blow from areas with lower temperatures and higher pressures toward areas with higher temperatures and 
lower pressures. The boundary layer flows and return, or compensation, flows higher in the atmosphere 
form closed circulations. 
 
The atmosphere above and around a mountain massif is composed of three distinct regions or sloping layers 
in which the thermal structure undergoes diurnal variations and in which diurnal winds develop: the slope 
atmosphere, the valley atmosphere and the mountain atmosphere (Ekhart 1948; Fig. 1). The slope 
atmosphere is the domain of the slope flows, the valley atmosphere is the domain of the valley flows and 
the mountain atmosphere is the domain of the mountain-plain flows. It is difficult to observe any one 
component of the diurnal mountain wind system in its pure form, because each interacts with the others and 
each can be affected by larger scale flows aloft. 
 
Indeed well-organized thermally driven flows can be identified over a broad spectrum of spatial scales, 
ranging from the dimension of the largest mountain chains to the smallest local landforms, such as, for 
instance, “farm-scale” topographic features (Dixit and Chen 2011; Bodine et al. 2009). All of these flows 
are induced by local factors, and in particular by the combination of landforms and surface energy budgets, 
under synoptic scale situations allowing for their development, and eventually conditioning them “top-
down” by acting as boundary conditions. On the other hand the same flows may in turn affect large-scale 
phenomena. This is the case, for instance, of diurnal flows over sloping terrain forcing the Great Plains low-
level jet (cf. Holton 1966; Parish and Oolman 2010) and of some organized convective systems triggered 
by thermally induced flows in the southern part of the Himalayas (Egger 1987; Yang et al. 2004; Bhatt and 
Nakamura 2006; Liu et al. 2009). 
 
The regular evolution of the diurnal mountain wind systems exhibits four phases that are closely connected 
to the formation and dissipation of temperature inversions. The nighttime phase, characterized by the 
presence of a ground-based temperature inversion, or stable layer, and winds flowing down the terrain, is 
followed by a morning transition phase in which the inversion is destroyed and the winds undergo a 
reversal to the daytime winds flowing up the terrain. The evening transition phase completes the cycle as 
the inversion rebuilds and the winds once again reverse to the nighttime direction. 
 
Diurnal mountain winds are a key feature of the climatology of mountainous regions (Whiteman 1990, 
2000; Sturman et al. 1999). In fact, they are so consistent that they often appear prominently in long-term 
climatic averages (Martínez et al. 2008). They are particularly prevalent in anticyclonic synoptic weather 
conditions where background winds are weak and skies are clear, allowing maximum incoming solar 
radiation during daytime and maximum outgoing longwave emission from the ground during nighttime. 
Diurnal wind systems are usually better developed in summer than in winter, because of the stronger day-
night heating contrasts. The local wind field patterns and their timing are usually quite similar from day to 
day under anticyclonic weather conditions (see, e.g., Guardans and Palomino 1995). The characteristic 
diurnal reversal of the slope, valley, and mountain-plain wind systems is also seen under partly cloudy or 
wind-disturbed conditions, though it is sometimes weakened by the reduced energy input or modified by 
winds aloft.  
 
The speed, depth, duration and onset times of diurnal wind systems vary from place to place, depending on 
many factors including terrain characteristics, ground cover, soil moisture, exposure to insolation, local 
shading and surface energy budget (Zängl 2004). Many of these factors have a strong seasonal dependence. 
Indeed, the amplitude of horizontal pressure gradients driving valley winds displays appreciable seasonal 
variations (see e.g. Cogliati and Mazzeo 2005). 
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The scientific study of diurnal mountain winds has important practical applications, ranging from 
operational weather forecasting in the mountains, to the climatological characterization of mountain areas 
(e. g. for agricultural purposes), to the impact assessments of proposed new settlements or infrastructures. 
Indeed diurnal winds affect the distribution of air temperature in complex terrain (Lindkvist and Lindqvist 
1997; Gustavsson et al. 1998; Lindkvist et al. 2000; Mahrt 2006), the transport and diffusion of smoke and 
other air pollutants, the formation and dissipation of fogs (Cuxart and Jiménez 2011) and low clouds, frost 
damage in vineyards and orchards, surface transportation safety from risks due to frost and fog, flight 
assistance (e. g. through the issuance of Terminal Aerodrome Forecasts and the evaluation of flying 
conditions for soaring or motorized flights), long-term weathering of structures, and the behavior of 
wildland and prescribed fires. 
 
Diurnal mountain winds have been studied scientifically since the 19th century. Wagner (1938) laid the 
foundation for our current understanding of diurnal mountain wind systems. He provided a systematic 
overview and synthesis of the findings from field measurements and theoretical investigations gained at that 
time. Indeed much of the early research was published in German or French. This is evident in the first 
comprehensive English-language review of early research provided by Hawkes (1947). Whiteman and 
Dreiseitl (1984) published English translations of seminal papers by Wagner, Ekhart and F. Defant. 
Additional reviews of research on diurnal mountain wind systems include those of Defant (1951), 
Vergeiner and Dreiseitl (1987), Whiteman (1990), Egger (1990), Simpson (1999), and Poulos and Zhong 
(2008). Additionally, chapters on diurnal mountain wind systems are available in textbooks by Yoshino 
(1975), Atkinson (1981), Stull (1988), Whiteman (2000), Barry (2008), and Geiger et al. (2009). 
 
A fundamental obstacle to rapid progress in mountain meteorology is that there are almost infinitely many 
possible terrain configurations. So, any field measurement or numerical experiment that is valid for a 
specific situation does not automatically have greater significance beyond that case. Nonetheless, 
significant progress has been achieved by gathering real cases into groups according to similar landforms, 
and generalizing results from these groups with respect to the inherent important physical processes or 
mechanisms. The organization of this chapter benefits from this approach, with a special section on basin 
and plateau circulations. Another useful approach has been to focus conceptual or numerical simulations on 
simple or idealized topographies to investigate the essential meteorological processes. Other obstacles to 
progress should also be mentioned. Because most studies of diurnal mountain wind systems have been 
conducted on fine weather days with weak synoptic forcing, relatively little is known about other 
conditions. Further, the effects of forest canopies and other types of varying and patchy surface cover on 
diurnal wind systems have been largely neglected in much of the experimental and modeling work to date. 
Finally, while diurnal mountain wind systems are thought to be complete or closed circulations, little 
experimental evidence has been accumulated on the difficult-to-measure 'return' or upper-branch 
circulations.  
 
This review aims to provide information on the basic physics of diurnal mountain wind systems and to 
summarize new research findings since the American Meteorological Society’s 1988 workshop on 
mountain meteorology, as later published in an AMS monograph (Blumen 1990). Priority in the referenced 
material is given to peer-reviewed papers published in English since 1988. Other chapters in the present 
monograph also deal peripherally with diurnal mountain wind systems. Chapters 3 and 4 discuss the 
effects on valley winds of dynamically induced channeling from larger scale flows. Chapter 5 treats 
atmospheric boundary layer phenomena in mountain areas that affect pollutant transport. Chapters 6 and 7 
deal with orographic precipitation, including triggering from thermally forced flows. Chapter 8 treats 
observational resources and strategies for mountain atmosphere processes, including diurnal mountain 
winds. Chapters 9, 10, and 11 discuss numerical model simulations and operational weather forecasting. 
 
2. The slope wind system 
 
The slope wind system is a diurnal thermally driven wind system that blows up or down the slopes of a 
valley sidewall or an isolated hill or mountain, with upslope flows during daytime and downslope flows 
during nighttime. The up- and downslope flows are the lower branch of a closed circulation produced by 
inclined cold or warm boundary layers that form above the slopes. During daytime, the heated air in the 
boundary layer above a slope rises up the slope while continuing to gain heat from the underlying surface. 
During nighttime, air in the cooled boundary layer flows down the slope while continuing to lose heat to the 
underlying surface. Upslope and downslope winds are alternatively called anabatic and katabatic winds, 
respectively. These terms, however, are also used more comprehensively to refer to any flows that run up or 
down the terrain. Further, the term katabatic is typically used to describe the large-scale slope flows on the 
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ice domes of Antarctica and Greenland. The term drainage wind may be used to refer collectively to 
downslope and down-valley winds, and may also include mountain-to-plain flows. To reduce confusion, we 
will use the terms upslope and downslope, and will omit from consideration the flows over extensive ice 
surfaces which, in contrast to the smaller-scale mid-latitude flows discussed here, are affected by Coriolis 
forces (see, e.g., Kavčič and Grisogono 2007; Shapiro and Fedorovich 2008). An example of typical 
nighttime and daytime wind and temperature profiles through the slope flow layer is given in Fig. 2. The 
biggest daytime temperature excesses and nighttime temperature deficits occur near the ground, where 
radiative processes heat and cool the surface. It is here that the buoyancy forces that drive the slope flows 
are strongest. The wind profiles, however, have their peak speeds above the surface, since surface friction 
causes the speeds to decrease to zero at the ground. This gives both the daytime and nighttime wind speed 
profiles their characteristic jet-like shape in which the peak wind speed occurs above the surface. 
 
Typical characteristics of the equilibrium steady-state wind and temperature profiles for mid-latitude 
downslope winds (Fig. 2a) include the strength (3 to 7°C) and depth (1 to 20 m) of the temperature deficit 
layer, the maximum wind speed (1 to 4 m s-1), its height above ground (1 to 15 m), and the depth of the 
downslope flow layer (3 to 100 m). Downslope flows on uniform slopes often increase in both depth and 
strength with distance down the slope. A useful guideline for field studies is that the depth of the 
temperature deficit layer at a point on a slope is about 5% of the vertical drop from the top of the slope 
(Horst and Doran 1986). Characteristic values for upslope flows (Fig. 2b) include the strength (2 to 7°C) 
and depth (10 to 100 m) of the temperature excess layer, the maximum wind speed (1 to 5 m s-1), its height 
above ground (10 to 50 m), and the depth of the upslope flow layer (20 to 200 m). Upslope flows on 
uniform slopes often increase in both depth and speed with distance up the slope.  
 
Not covered in this review are mid-latitude ‘skin flows’ (Manins and Sawford 1979a) – shallow (< 1 or 2 
m), weak (perhaps < 1 m s-1), non-turbulent katabatic flows that have been reported by several investigators 
(Thompson 1986; Manins 1992; Mahrt et al. 2001; Soler et al. 2002; Clements et al. 2003). These have not 
yet been studied systematically. 
 
Our discussion of slope flows begins with a simplified set of Reynolds-averaged Navier-Stokes (RANS) 
equations to guide understanding. Then different approaches to modeling slope flows are discussed and the 
state of scientific knowledge on upslope and downslope flows, as supported by both field and modeling 
investigations, are summarized.  
 
2.1 Slope flow models 
 
2.1.1 Reynolds-averaged Navier-Stokes equations 
 
A reduced set of RANS equations can be used heuristically to gain an understanding of the key physics of 
slope flows. This is conveniently done using a coordinate system that is oriented along ( s ) and 
perpendicular ( n ) to an infinitely extended slope of uniform inclination angle α . n  is perpendicular to 
the slope and increases upwards; s  is parallel to the slope and increases in the downslope direction. Slope 
flows result from the cooling or heating of an air layer over the slope relative to air at the same elevation 
away from the slope. The potential temperature profile over the slope is expressed as 
 

),,(0 tnsdz ++= γθθ                   
 (1) 
 
where 0θ  is a reference value for the potential temperature at the ground in the absence of surface cooling 
or heating, γ  is the ambient vertical gradient of potential temperature, z  is the vertical coordinate 
( αα sincos snz −= ), andd  is the potential temperature perturbation in the vicinity of the slope, 
negative when the air is colder than in the unperturbed state. The along-slope and slope perpendicular 
equations of motion, the thermodynamic energy equation, and the continuity equation are then written as 
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where u  and w  are the velocity components parallel to s  and n , respectively. These equations, from 
Horst and Doran (1986), were derived by Manins and Sawford (1979b) using the Boussinesq 
approximation. They considered the flow to be 2-dimensional, with wind and temperature independent of 
the cross-slope direction, with the ambient air at rest, and with negligible Coriolis force. 0ρ  is a reference 

value of density in the absence of surface cooling, g is the gravitational acceleration, pc  is the specific heat 

of air at constant pressure, R is the upward radiative flux, and wu ʹ′ʹ′  and θʹ′ʹ′w  are the kinematic turbulent 
Reynolds fluxes of momentum and heat. Note that, consistent with the assumption of a shallow layer, this 
set of reduced equations includes only the slope-normal turbulent fluxes in (2) and (4); other turbulent 
fluxes are ignored. For simplicity, latent heat fluxes are not included here, although they can sometimes 
play a crucial role in the overall energy budgets. The ambient pressure ap  is determined from hydrostatic 

balance gzp aa ρ∂∂ −= , and, through the ideal gas law and the definition of potential temperature, is a 

function of the ambient potential temperature distribution za γθθ += 0 . Accelerations normal to the slope 
are generally considered negligible so that the atmosphere normal to the slope is in quasi-hydrostatic 
balance and the RHS of (3) is practically zero. The coordinate system rotation needed to get to this set of 
equations can lead to interpretation errors if not done properly, as explained by Haiden (2003). Mahrt 
(1982) provided further details on the coordinate system and an overview of the classification of gravity 
flows in terms of the relative magnitudes of the individual terms of the along-slope momentum equation 
(2). 
 
This system of equations can be solved numerically after the turbulent fluxes are parameterized in terms of 
mean flow variables. The parameterization of the momentum flux normal to the slope is usually expressed 
in terms of the wind shear and turbulence length and velocity scales. This type of parameterization was 
originally developed using knowledge of turbulence profiles over flat ground in flows that were driven by 
large-scale pressure gradients that changed little with height outside the surface layer. In contrast, slope 
flows are shallow flows in which the largest forcing is at the ground. The suitability of such 
parameterizations is thus called into question (Grisogono et al. 2007). 
 
It is instructive to consider which terms in these equations are most important for understanding slope flow 
physics. The key term that drives slope flows is the buoyancy force caused by the temperature excess or 
deficit that forms over the slope (second term on the right hand side of (2)). The temperature excess or 
deficit itself is produced by radiative and sensible heat flux convergences or divergences (the first and 
second terms on the RHS of (4)) that warm or heat a layer of air above the slope. Considering the along-
slope momentum equation (2) for the downslope flow situation, a steady state flow may be retarded by 
advection of slower moving air into the flow (two advection terms on the LHS), by the thickening or 
cooling of the layer with downslope distance which causes an adverse pressure gradient (first term on the 
RHS, see Princevac et al. 2008), and by the divergence of turbulent momentum flux (last term on the RHS). 
 
Mesoscale numerical models that use the full set of RANS equations (see Chapter 4) have been used to 
simulate a variety of meteorological phenomena. These models, where turbulence is parameterized with 
closure assumptions, have been applied to complex terrain and have proven very useful in gaining an 
understanding of diurnal mountain wind systems (see, e.g., Luhar and Rao 1993; Denby 1999). Extensive 
experience with mesoscale models of this type, however, has shown that shallow slope flows cannot be 
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resolved adequately in a mesoscale setting for which the turbulence parameterizations are most appropriate. 
Simulated downslope flows are often too deep and strong, temperature deficits over the slope are too deep 
and weak, and it has been a challenge to get both the wind and temperature fields to agree with observations 
(see Chapter 10). In instances where the wind and temperature fields are in rough agreement with 
observations, these models have been used to investigate the relative roles of individual terms in the 
momentum and heat budget equations. Comparisons of slope flow simulations with multiple mesoscale 
models have provided valuable information on the effects of different parameterizations, resolutions, 
coordinate systems, and boundary conditions on model outputs. Zhong and Fast (2003) compared 
simulations of flows in Utah’s Salt Lake Valley using the RAMS, MM5 and Meso-Eta models and 
compared the simulations to slope flow data. Forecast errors with these models were surprisingly similar, 
despite different coordinate systems, numerical algorithms and physical parameterizations. The models 
exhibited a cold bias, with weaker than observed inversion strengths, especially near the surface. All 
models successfully simulated the diurnally reversing slope flows but there were significant discrepancies 
in depths and strengths of wind circulations and temperature structure. Surprisingly, it is only recently that 
mesoscale numerical models have added parameterizations of slope shadowing from surrounding 
topography (Colette et al. 2003; Hauge and Hole 2003). 
 
2.1.2 Large-eddy simulation (LES) models 
 
Large-eddy simulation (LES) of turbulent flows is a numerical alternative to the RANS equations. It builds 
on the observation that most of the turbulence energy is contained in the largest eddies which, as they break 
down, cascade their energy into the smaller isotropic turbulent eddies where energy is dissipated. 
Accordingly, the LES approach explicitly resolves the larger energy-containing eddies and uses turbulence 
theory to parameterize the effects on the turbulent flow of the smallest scale eddies in the inertial sub-range 
of atmospheric motions. Because energy-containing eddies are much smaller in size in stable boundary 
layers than in convective boundary layers, the first LES simulations for inclined slopes were made for 
upslope flows (Schumann 1990). A more detailed account on these findings will be given in section 2.4 
below. LES simulations of downslope flows in the stable boundary layer, with its much smaller turbulence 
length scales, requires finer grids and more extensive computational resources. Thus, numerical simulations 
of downslope flows have only recently become possible on highly idealized slopes with recent increases in 
computer power (Skyllingstad 2003; Axelsen and van Dop 2008, 2009). Research in this area looks very 
promising, but is still at an early stage. Some applications of LES in complex terrain are provided in 
Chapter 10. 
 
2.1.3 Analytical models 
 
Useful slope flow models can sometimes be developed by further simplifying the reduced set of RANS 
equations (1) through (5), retaining only the key terms, and solving the simplified set analytically. Such 
analytical models are of two types – profile and hydraulic flow models. 
 
2.1.3.1 Profile models 
 
Profile models consider local equilibria in the buoyancy and momentum equations and obtain analytical 
solutions for equilibrium vertical profiles of velocity and temperature in the slope flow layer by neglecting 
or simplifying some of the terms in the equations. The classical Prandtl (1942) model is an equilibrium 
gravity flow solution in which constant eddy diffusivities are used for the friction term and a simple 
thermodynamic relationship balances the diffusion of heat with the temperature advection associated with 
the basic state stratification. The Prandtl model agreed qualitatively with observations of both upslope and 
downslope flows, successfully producing the typical jet-like wind profiles and temperature deficit profiles 
seen in slope flows (Fig. 3). Prandtl's model was modified by Grisogono and Oerlemans (2001a, b) to allow 
eddy diffusivities to vary with height, improving its agreement with observations. Extension of Prandtl’s 
(1942) approach to reproduce nonstationary flows was accomplished by Defant (1949) and Grisogono 
(2003). Other investigators have developed alternative models of slope flows by finding analytical solutions 
to reduced sets of equations (Zammett and Fowler 2007; Shapiro and Fedorovich 2009; see also in Barry 
2008). 
 
2.1.3.2 Hydraulic flow models 
 
Hydraulic models start from the RANS equations, average the terms over the slope flow depth and treat the 
drainage flow as a single layer interacting with an overlying stationary fluid. They focus on layer-averaged 
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quantities such as mass and momentum fluxes and can be used to determine how bulk quantities vary with 
distance up or down the slope. Manins and Sawford (1979a, b), Brehm (1986), and Horst and Doran (1986) 
were early developers of this approach for slope flows. They, Papadopoulos et al. (1997), Papadopoulos 
and Helmis (1999), Haiden and Whiteman (2005) and Martínez and Cuxart (2009) have used observations 
from lines of instrumented towers or tethersondes running down a slope, or the output of numerical model 
simulations, to estimate the magnitudes of the different terms in the hydraulic flow equations. 
 
2.1.4 Laboratory tank models 
 
Laboratory water tanks have been used to investigate both up- and downslope flows on sloping surfaces in 
basins containing stratified fluid. A bottom-heated, salt-stratified water tank over a slope with adjacent 
plain and plateau was used by Reuten et al. (2007) and Reuten (2008) to investigate layering, venting and 
trapping of pollutants that are carried in upslope flows. Conditions conducive to trapping include weak 
large-scale flows, strong sensible heat flux, weak stratification, a short or no plateau, symmetric geometry, 
a low ridge, and inhomogeneities in surface heat flux. Reuten et al. (2007) speculate that inhomogeneities 
in slope angle and surface roughness can also produce trapping. In a similar laboratory experiment by 
Princevac and Fernando (2008), but this time with a V-shaped tank containing thermally stratified water 
that was heated uniformly on the sloping surfaces, upslope flows were found to leave the sidewalls under 
certain conditions, intruding horizontally into the stratified fluid over the valley center.  
 
Upslope winds flow up the slope as a bent-over plume rather than rising vertically, even in a neutral 
environment. These flows become turbulent when the heat flux becomes large enough. Laboratory 
simulations by Princevac and Fernando (2007) show that, for a certain range of Prandtl numbers1, there is a 
minimum slope angle above which upslope flows can be sustained. For average atmospheric conditions the 
critical angle is only 0.1°. Princevac and Fernando (2007) used this result to explain Hunt et al.'s (2003) 
observations of a dominant upslope flow on a 0.18° slope in the Phoenix valley. 
 
Downslope flows into a stratified environment have been studied in laboratory tanks, as well, by 
introducing a continuous source of negatively buoyant fluid at the top of a constant-angle slope (Baines 
2001). In this case, the flow maintains a uniform thickness, with a distinct boundary at its top, until it 
approaches its level of neutral buoyancy, where it leaves the slope. Turbulent transfers of mass and 
momentum occur across the interface, causing a continuous loss of fluid (detrainment) from the downslope 
flow. Flows of negatively buoyant fluid over steep slopes, on the other hand, are in the form of entraining 
plumes (Baines 2005). It should be mentioned that realistic downslope flows over valley sidewalls are not 
produced by a continuous source of negatively buoyant fluid at the top of the slope. Rather, they must lose 
heat continuously to the underlying surface to maintain their negative buoyancy. Nonetheless, this 
laboratory tank analog provides important information on interactions that occur at the top of the 
downslope flow layer. 
 
2.2 Surface radiative and energy budgets – the driving force for slope flows 
 
Thermally driven winds in complex terrain are produced by the formation of inclined layers of temperature 
excess or deficit (relative to the ambient environment) along terrain slopes of different scale. It is thus of 
paramount importance to understand the physical processes that produce temperature changes above slopes. 
The key principle is that of energy conservation, which relates local changes in potential air temperature at 
any point to the budget of heat fluxes at that point. The potential temperature tendency equation, neglecting 
thermal conduction and latent heat release, can be written as  

( ) RHA ⋅∇−⋅∇−⋅∇−=
∂
∂

T
c

t p
θ

θρ                

 (6) 
where A =ρ cp uθ  is the sensible heat flux associated with local advection of warmer or colder air by the 
mean three-dimensional wind velocity u, θρ ʹ′ʹ′= uH pc  is the turbulent sensible heat flux produced by the 
coupling between turbulent fluctuations of wind velocity and potential temperature, R is the radiative heat 

                                                
1 The Prandtl number Pr is a nondimensional number defined, for any fluid, as the ratio of the kinematic 
viscosity ν to the thermal diffusivity κ, i. e. Pr = ν/κ. As an extension, for turbulent flows the turbulent 
Prandtl number Prt is defined as the ratio of the eddy viscosity Km to the eddy heat diffusivity Kh: Prt = 
Km/Kh. Both of these numbers provide, for laminar and turbulent flows respectively, an estimate of the 
relative importance of convection vs. diffusion in heat transfer processes involved with the flow.  
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flux (including both the shortwave and longwave spectra). In the absence of mean wind, as for instance 
over flat terrain under anticyclonic synoptic-scale conditions, the mean advection term A is negligible. In 
contrast, over complex terrain identical weather conditions produce thermally driven flows, and thus the 
advection term is usually a relevant one. While latent heat release is not included in (6), it may be very 
important over vegetated areas and in mountainous regions adjacent to large water bodies, and even in 
some arid environments where condensation of moisture advected from elsewhere produces dew or fog (cf. 
Khodayar et al. 2008). Also not considered explicitly in (6) is local heat storage in forest canopies and other 
materials. During the course of a day all of the terms in (6) undergo changes with time, and display strongly 
varying distributions in space. 
 
Slope flows, the smallest-scale diurnal wind system, respond rapidly to temporal and spatial variations in 
sensible heat fluxes caused by variations in the surface energy budget. The surface energy budget is 
affected by changes in net radiation, ground heat flux, soil moisture and its influence on the partitioning of 
energy between sensible and latent heat fluxes, by changes in surface cover or vegetation, cloud cover (Ye 
et al. 1989), break-in of background winds or turbulent episodes, advection, etc. Surface radiation and 
energy budget principles, measurements in mountain valleys, and examples of spatial variations across 
sample topographies have been discussed by Whiteman (1990), Matzinger et al. (2003) and Oncley et al. 
(2007). 
 
Radiative and turbulent sensible heat flux divergences (convergences) cool (heat) a layer of air above a 
slope (see Eq. 4), creating a buoyancy force that has an along-slope gravitational component (Eq. 2) that is 
the basic driving force for downslope (upslope) flows. In this section we will consider topographic effects 
on radiative and sensible heat flux divergences, a topic that has received increasing attention in the last 20 
years. 
 
2.2.1 Radiative flux divergence, R⋅∇  
 
Radiative flux divergence contributes significantly to the cooling of clear air in the nocturnal boundary 
layer over flat terrain (Garratt and Brost 1981; André and Mahrt 1982; Ha and Mahrt 2003) and can be 
expected to play an important role in producing the cooling over sloping surfaces that drives downslope 
flows. Despite this expectation, slope flow models are generally driven by assumed or measured rates of 
surface sensible heat flux or prescribed surface temperatures, with radiative flux divergence in the 
atmosphere above the slope assumed negligible. While no direct measurements of radiative flux divergence 
have yet been made over slopes, simple radiative transfer (RT) models (e.g., Manins 1992) suggest that 
radiative flux divergence cannot be neglected as a source of cooling or heating of the slope boundary layer. 
 
Because of recent improvements in RT models and increases in computer speeds, it is now possible to treat 
both long- and shortwave RT in a realistic way for complex terrain areas for clear sky conditions using 
Monte Carlo simulations (Mayer 2009). Monte Carlo RT models track the paths of individual photons, 
accounting in a stochastic way for emission, scattering, reflection and absorption interactions between 
photons and air molecules, aerosols and ground surfaces. The simulations, which often involve the tracking 
of millions of individual photons, can be accomplished for situations where required input data are 
available, including a digital terrain model, vertical atmospheric profiles of temperature, radiatively active 
gases (e.g. water vapor and carbon dioxide) and aerosols, and spatially resolved albedos and surface 
radiating temperatures. Improvements in complex terrain RT modeling will come from the further 
development of these models to handle key 3-dimensional aspects of complex terrain atmospheres 
including the existence of shallow cold and warm air layers on the slopes. Monte Carlo models can, in 
principle, be used to simulate not only radiative fluxes (see, e.g., Chen et al. 2006) but also radiative flux 
divergences, even over shallow slope layers. In the future, such simulations can perhaps be tested against 
measurements and used to develop better parameterizations for simpler models.  
 
The MYSTIC Monte Carlo RT model (Mayer and Kylling 2005) has recently been applied to the complex 
terrain of Arizona’s Meteor Crater and successfully evaluated against longwave and shortwave irradiance 
measurements made on slope-parallel broadband radiometers on the floor, sidewalls and rim of the crater 
on one October day (Mayer et al. 2010). Figure 4 shows Monte Carlo simulations of direct and diffuse 
irradiance at noon over the entire crater domain for the same day. Following this successful evaluation of 
the model performance, further simulations were performed to determine the cooling rates caused by 
radiative flux divergence in idealized valley and basin atmospheres and in a realistic simulation of the 
Meteor Crater (Hoch et al. 2011). In this parameteric study the radiative flux divergence-induced cooling 
rates for different temperature profiles representative of different times of day were compared to those over 
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flat terrain for valleys and basins of different widths. Longwave radiative cooling in topographic 
depressions is generally weaker than over flat terrain because of the counter-radiation from surrounding 
terrain, but strong temperature gradients near the surface associated with nighttime inversions and 
temperature deficit layers over slopes significantly increase longwave cooling rates. The effects of the near-
surface temperature gradients extend tens of meters into the overlying atmosphere and can produce cooling 
rates on the order of 30 K day-1 that play an important role in the in-situ cooling which produces and 
maintains drainage flows. Hoch et al. (2011) attributed nearly 30% of the total nighttime cooling observed 
in the Meteor Crater on a calm October night to radiative flux divergence. They approximated near-slope 
temperature gradients by specifying the ground radiating temperature and the air temperature at the first 
model level at 5 m. Since model results for flat terrain show that radiative flux divergence depends strongly 
on the detailed air temperature profile in the lowest meters above a surface (Räisänen 1996), it will be 
important in future RT work to gain better resolution of slope temperature structure profiles. 
 
2.2.2 Turbulent sensible heat fluxes and their divergence, H⋅∇  
 
Several field experiments (e.g., Manins and Sawford 1979a; Horst and Doran 1988; Doran et al. 1989, 
1990) have measured turbulent sensible heat fluxes at multiple heights on slope towers, but vertical 
gradients of these fluxes (i.e., the vertical divergence of sensible heat fluxes) have generally not been 
reported because of concerns regarding accuracy, with radiative flux divergence being the small difference 
between two large quantities. An accurate measurement of the total divergence through the slope flow layer 
would require a measurement very close to the surface and a measurement at the top of the slope flow layer. 
Both measurements are problematic: the upper measurement would have to be at the top of the slope flow - 
which depends on background weather conditions, varies with time during the day, and is not easily 
detected - and the lower measurement would suffer from underreporting of fluxes caused by instrumental 
errors associated with near-ground eddies being smaller than the sonic anemometer sampling volume 
(Kaimal and Finnigan 1994). Moreover, many slopes are inhomogeneous, covered with patches of forest, 
bushes, rocks, or uneven ground making it difficult to find representative measurement sites (Van Gorsel et 
al. 2003a). Further requirements regarding the appropriate coordinate system for the measurements, the 
representativeness of the measurement location in terms of the homogeneity of the surface flux in the 
upwind direction (i.e., flux footprint), and the post-processing of turbulence data collected over sloping 
surfaces make turbulence measurements in slope flows prone to errors. The reader will find further detailed 
discussions on these issues in papers by Andretta et al. (2002), de Franceschi and Zardi (2003), Hiller et al. 
(2008) and de Franceschi et al. (2009). 
 
A surprising finding from evidence that has accumulated since the mid 1990’s is that significant 
inaccuracies are occurring with the measurement of surface heat fluxes with existing research equipment. 
When individual terms of the surface energy budget (see Eqn. (7) below) are measured independently, an 
imbalance is often found. This finding comes primarily from field experiments over flat, homogeneous 
terrain in a variety of climate settings (see e.g., Oncley et al. 2007). The surface energy budget imbalance 
during daytime is characterized by a sum of ground, sensible and latent heat fluxes that is too small to 
balance the measured net radiation, undershooting this value by 10-40%. Imbalances have also been found 
during nighttime, again with the sum of the ground, sensible and latent heat flux terms being smaller than 
the nighttime longwave loss. Since the Law of Conservation of Energy must be satisfied, this suggests that 
experimental errors are the culprit. In complex terrain, additional sources of error may arise because of the 
neglect of budget terms under assumptions of shallow flows and horizontal homogeneity. Ground heat flux 
is often poorly measured, but is expected to be relatively small and thus incapable of explaining the error 
magnitude. Net radiation, on the other hand, is relatively well measured, especially when individual 
components of net radiation are measured with high-quality broadband radiometers. This suggests that the 
turbulent heat fluxes are being underestimated, and attention has been focused on advective effects, the 
differing flux footprints at different measurement heights, and unmeasured flux convergences/divergences 
below the typical 5- to 10-m eddy correlation measurement heights. Recent complex terrain research 
programs have also encountered these measurement problems (e.g., Rotach et al. 2008). 
 
Because sensible heat flux divergence measurements are unavailable over slopes, most slope flow models 
have been driven by an assumed value of surface sensible heat flux. Most models additionally assume that 
sensible heat flux is constant along a slope, a useful approximation for a uniform slope on an isolated 
mountainside, but questionable on valley sidewalls. For simple surfaces with uniform surface cover, the 
surface heat flux QH can be expressed in terms of the surface energy and radiation budgets as follows 
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where S is the incoming direct radiation, D is the incoming diffuse radiation, ↑K  is the reflected 
shortwave radiation, ↓L  is the incoming longwave radiation, ↑L  is the outgoing longwave radiation, 

GQ  is the ground heat flux, and EQ  is the latent heat flux. The individual terms represent the transfer of 
energy per unit time through a sloping unit surface area, as measured in W m-2. In this equation, the sign 
convention is that fluxes toward the surface are considered positive and fluxes away from the surface are 
considered negative. Eq. (7) illustrates the large number of processes on which sensible heat flux depends. 
 
During daytime, in complex, three-dimensional valley topography, the time varying sensible heat flux is 
driven primarily by the input of direct radiation on a slope ( S  in (7)). This input depends on the path of the 
sun's movement through the sky, on the azimuth and inclination angles of the slopes, the surface albedo 
(Pielke et al. 1993), the physical and vegetative properties of the surface, and especially near sunrise and 
sunset, on whether shadows are cast on the slope from surrounding topography (Oliver 1992; Sun et al. 
2003; Zoumakis et al. 2006). The complicated time evolution of shadows and insolation on sloping surfaces 
in Arizona’s Meteor Crater are shown as an example of this factor in Fig. 5. Matzinger et al. (2003) and 
Rotach and Zardi (2007) suggest that the daytime spatial variation of sensible heat fluxes over complex 
terrain can be reasonably well estimated by relating sensible heat fluxes to global insolation on slopes. This 
approach is promising, but it is clear from (7) that many other factors affect the sensible heat flux, including 
both radiative and surface energy budget variables. 
 
During nighttime, solar radiative fluxes become zero, but additional factors lead to significant spatial 
variations in sensible heat flux on the sidewalls. Strong vertical variations in temperature are superimposed 
on the slopes once an inversion forms and grows in the valley, affecting outgoing longwave radiation. At 
the same time, incoming longwave fluxes vary along the slope due to their varying views of the sky and 
surrounding terrain, with significant amounts of back radiation received at low elevation sites from the 
surrounding terrain.  
A review paper by Duguay (1993) summarized some of the interactions between the radiation field and 
topography, focusing on the challenge of modeling radiative fluxes in complex topography. Key questions 
were the parameterization of diffuse sky radiation and of the terrain-reflected shortwave radiation, and the 
difficulty of dealing with anisotropic radiation fields. Other investigators have addressed individual aspects 
of the radiative transfer problem. Olyphant (1986) investigated the influence of longwave radiation from 
surrounding topography on the energy balance of snowfields in the Colorado Front Range. Longwave loss 
is typically reduced by about 50% when compared to the ridge tops. Plüss and Ohmura (1997) addressed 
the influence of longwave counter-radiation from elevated snow-covered terrain in mountainous terrain in a 
modeling study. They stress the importance of the surface temperature of the sky-obstructing terrain, and 
also of the air temperature in between the point of interest and the surrounding terrain, especially for 
inclined surfaces. In snow-covered environments, neglecting the effects of the usually warmer air 
temperatures leads to an underestimation of the radiation emitted from the obstructed parts of the 
hemisphere. Height dependence of fluxes and of other influences such as seasonal dependencies, cloud 
radiative forcing, the Greenhouse Effect, etc. were investigated by Marty et al. (2002), Philipona et al. 
(2004) and Iziomon et al. (2001). 
 
The effects of the smaller scale topography on the radiation field arising from variations in exposure, 
shading and sky view effects as well as surface properties like albedo were investigated by Whiteman et al. 
(1989a) and Matzinger at al. (2003) by measuring radiative fluxes on surfaces parallel to the underlying 
topography. Oliphant et al. (2003) addressed these terrain effects by combining simple radiometric 
measurements with modeling efforts. Whiteman et al. (1989a) reported instantaneous values and daily 
totals of radiation budget components for 5 sites in different physiographic regions of Colorado's semiarid, 
northwest-southeast-oriented Brush Creek Valley for a clear-sky day near the fall equinox, finding 
significant differences in the radiation budgets between sites. A higher daytime net radiation gain and a 
higher nighttime net radiation loss at a ridge top site were attributed to its unobstructed view of the sky. 
Oliphant et al (2003) found slope aspect and slope angle to be the dominant features in the radiation budget 
of a complex terrain area in New Zealand, followed by elevation, albedo, shading, sky view factor and leaf 
area index. Matzinger et al. (2003), in a cross-section through Switzerland’s Riviera Valley, found a 
decrease in downward longwave radiation and an increase of net radiation with height. Müller and Scherer 
(2005) recognized the importance of including topographic influences on the radiation balance in mesoscale 
weather forecast models. They introduced a subgrid scale parameterization of the topographic effects and 
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managed to improve 2-m temperature forecasts for areas where the interaction between topography and 
radiation was most apparent. These include areas dominated by wintertime shading, areas with increased 
daytime sun exposure, and deeper valleys where nighttime counter-radiation is important. Others have 
addressed more specific topographic effects and their impacts on slope boundary layer evolution. Colette et 
al. (2003) focused on the effect of terrain shading on the modeled morning break-up of the nocturnal stable 
boundary layer in an idealized valley, finding that shading can have a significant impact on the timing of 
inversion break-up. 
 
Soil moisture and spatial variations of soil moisture also affect slope flows (Banta and Gannon 1995). 
Using a numerical model, they found that higher soil moisture values during daytime partition more energy 
into latent heat flux ( EQ  in (7)), reducing sensible heat flux and decreasing upslope flow strength. The 
main effect of high soil moisture during nighttime, in contrast, is an increase in soil heat conductivity so 
that heat diffuses upward from a deeper layer of soil ( GQ  in (7)) to replace the energy lost by longwave 
radiation at the surface. 
 
2.3. Role of turbulence in slope flows 
 
The bulk of the research on slope flows to date has been concerned with the mean characteristics of the 
slope flows, such as their depths, strengths, wind profiles, relationships to temperature structure, etc. The 
important role of turbulence in producing these characteristics has received much less attention. In contrast 
to flat terrain, where calm or very weak winds often accompany fair weather conditions, marked up- and 
downslope flows usually occur over slopes on fair weather days. Turbulent kinetic energy (TKE) in slope 
flows is always produced, as in neutrally stratified turbulent shear layers, by the coupling between vertical 
wind shear that develops in the mean slope flow profile and the momentum flux. However buoyancy 
contributes too, either to produce turbulent energy, when the sensible heat flux is upwards, or to suppress it, 
when the flux is downward. This turbulence is critical to the vertical mixing of heat and momentum that 
governs the height of the jet, the depth of the flow and the ultimate equilibrium temperature deficit (Cuxart 
et al. 2011). 
 
Turbulence in upslope flows is generally considered to be a more tractable problem than turbulence in 
downslope flows. This comes from parallels with the study of turbulence over flat, homogeneous terrain, 
where understanding of turbulence has progressed much faster for convective boundary layers than for 
stable boundary layers. Towers on slopes are generally too short to fully encompass the rapidly growing 
upslope flow layer, however. Thus, unless additional observational tools can be developed for measuring 
turbulence over deeper layers above slopes, future improvements in understanding of upslope flows may 
come primarily from modeling studies. 
 
The continuous turbulence production by shear in the wind profile in fully developed shallow downslope 
flows is expected to be a much more manageable problem than turbulence in the deeper stable boundary 
layers that form over both flat and complex terrain areas, where the turbulence is intermittent and 
discontinuous (Mahrt 1999; Van de Wiel et al. 2003). The shallow downslope boundary layers are more 
accessible to tower measurements, but appropriate measurement techniques and post-processing methods 
(e. g. filtering, wind component rotations, and alignment to an appropriate reference frame) are still 
problematical. Turbulence data are generally obtained from high-rate sampling of the three components of 
the wind. Additional sampling of scalar variables (temperature, humidity, CO2 concentrations, etc.) on the 
same time scale can be used to correlate fluctuations of the wind components and scalars to determine 
fluxes. Representative measurements require that the upwind fetch be homogeneous with respect to sources 
and sinks of scalars and surface properties. Following the collection of wind data on the slope, the wind 
measurements are usually rotated to align the coordinate system to the mean wind, which is generally 
parallel to the underlying ground (at least, near the surface). Flaws in the typical double- or triple-rotation 
method used over flat terrain are encountered in sloping terrain (see Finnigan et al. 2003), so that the 
‘planar-fit’ approach developed by Wilczak et al. (2001) is considered preferable. But an appropriate post-
processing also requires carefully designed filtering and averaging procedures to extract turbulent quantities 
from the often non-stationary mean flows encountered over slopes (de Franceschi and Zardi 2003; Weigel 
et al. 2007; de Franceschi et al. 2009). 
 
Few model simulations of turbulent quantities are yet available for downslope flows since most of the 
RANS numerical models to date have been developed for mesoscale simulations on much larger scales than 
the slope flows. The lack of vertical resolution of the slope flows in these models, and uncertainty in the 
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applicability of the turbulence parameterizations have limited their utility. Recent improvements in LES 
model formulations (also see Chapter 10), and corresponding increases in computer power, are now leading 
to continuously improved simulations as to grid resolution, numerical schemes and appropriateness of 
turbulence closures (Skyllingstad 2003; Chow et al. 2006; Axelsen and Van Dop 2008, 2009; Serafin and 
Zardi 2010a). 
 
2.4 Upslope flows 
 
The radiative heating of the ground and the resulting upward turbulent sensible heat fluxes, typically 
occurring in connection with upslope flows, increase rapidly after sunrise, reaching magnitudes that are 
much higher than those associated with downslope flows. As a consequence of increasing heat flux, 
upslope flows cannot approach a steady state, but rather grow continuously with time in strength and depth. 
Upslope flows are confined to a layer over the heated slope in the morning by the highly stable air that 
formed above the slope overnight (the confining stability can be especially strong over valley sidewalls, 
compared to slopes on isolated mountainsides). Like the situation over flat ground, heating of the slopes 
causes an unstable or convective boundary layer to grow upward into the remnants of the nighttime stable 
layer. The daytime boundary layer over slopes, in contrast to over flat ground, is a convective-advective 
boundary layer, with bent-over plumes and convective elements moving up the slope. While the upslope 
flow grows in depth and strengthens with time after sunrise, the volume flux of the flow increases with 
upslope distance as air is entrained into the flow at its upper boundary. The growing depth of the 
convective-advective upslope flow layer eventually allows the convection to break through the stable layer. 
Following the breakup of the confining stable layer, one might expect the convective currents to simply rise 
vertically from the heated ground. In fact, the flow continues to rise up the slope. This is apparently caused 
by a horizontal pressure gradient associated with the inclined superadiabatic sub-layer that forms over the 
slope. The upslope flows are often disturbed, however, by convective mixing that brings down the generally 
stronger background winds from higher layers of the atmosphere. 
 
Our understanding of upslope flows has suffered from the lack of observational tools for making 
continuous measurements of the mean and turbulent profiles through the full depth of the growing upslope 
flow layer. Towers are generally not tall enough to penetrate this layer and the non-stationarity and 
inhomogeneity of the flows has made observations particularly difficult. Some field observations 
(Kuwagata and Kondo 1989; Van Gorsel et al. 2003a; Reuten et al. 2005; Geerts et al. 2008; De Wekker 
2008), laboratory simulations (Hunt et al. 2003; Princevac and Fernando 2007; Reuten et al. 2007; Reuten 
2008) and model simulations (Kuwagata and Kondo 1989; Schumann 1990; Atkinson and Shahub 1994; 
Axelsen and van Dop 2008) have improved this situation. Two interesting observations on upslope flows 
came from a field experiment over an isolated slope northeast of Vancouver, BC, in 2001. The observed 
depression of a mixed layer at the base of the mountain slope is thought to have been caused by subsidence 
in the return branch of the upslope circulation (De Wekker 2008, Serafin and Zardi 2010a). On a different 
day, scanning Doppler lidar observations up the slope appeared to show a closed slope flow circulation 
within the inclined convective boundary layer (Reuten et al. 2005), although these findings are 
controversial.  
 
Schumann (1990) simulated upslope flows over an infinite, uniform, heated, sloping surface for a range of 
slope angles and surface roughness. The simulations were revolutionary, providing new insight into the role 
of turbulence in upslope flows and the utility of LES modeling to improve understanding of geophysical 
phenomena on small length scales. Schumann’s work, as a parametric study, was limited to a constant 
ambient stability (3 K km-1) and sensible heating rate (about 100 W m-2), with a quiescent atmosphere 
above the slope flow layer. The simulated steady-state profiles of upslope wind speed and excess 
temperature (with respect to the unperturbed thermal structure) for slopes of different inclination angle from 
2° to 30° are shown in Fig. 6, where the axis variables are normalized by a scale height H of 58 m, a wind 
speed scale *v  of 0.58 m s-1, and a temperature scale *θ  of 0.17 K. A dry adiabatic lapse rate curve is 
provided on the temperature profile plot for comparison with the simulated profiles. Several interesting 
features are seen in the simulations. The steady state was attained by a balance between the buoyancy term 
and surface friction in (2) and between the surface heating and upslope advection of heat against the mean 
temperature gradient in (4), just like in Prandtl’s model. As expected, the temperature excess present at the 
ground decayed with height. Temperature profiles, except those over the steepest slopes, were characterized 
by a near-adiabatic temperature decrease with altitude, indicating good mixing in the turbulent flows. 
Strong local minima occurred in the velocity and temperature profiles at the upper edge of the mixed layer. 
Upslope flow depths and volume fluxes were greatest over low-angle slopes. Shallow and weak upslope 
flows occurred on steeper slopes. Wind maxima occurred within about 50 m of the surface over slopes of 
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all inclination angles. The turbulence kinetic energy profile in the upslope flow was generated by vertical 
shear, with high positive values of shear just above the ground but below the height of the jet maximum and 
high negative values of shear above the jet maximum. This resulted in a slope-normal transport of 
momentum both upward and downward from the jet level (see Fig. 2).  
 
LES simulations such as this have the advantage of being able to produce profiles of all turbulence 
quantities above the slope and to determine all contributions to the turbulence kinetic energy budget. One 
caveat, however, is that subgrid scale TKE contributions are parameterized. The contributions of these 
terms near the surface, where eddies are small, have not been verified. It is important to note that detailed 
observations are, so far, unavailable to properly test LES simulations of the upslope boundary layer. The 
idealized nature of the LES simulations should also be emphasized. In real, three-dimensional topography, 
slopes are very inhomogeneous in terms of slope angle, roughness, vegetative cover, sensible heat flux, 
non-planarity, etc. and the flows are distinctly non-stationary. In contrast, the LES simulations were 
conducted on uniform slopes and the equations were integrated until steady-state solutions were reached. 
The simulations certainly have interesting implications for upslope flows on sidewalls with varying 
inclination angles. In these cases, along-slope convergences or divergences of mass in the upslope layer 
will cause detrainment and entrainment from the slope flow layer (see, also, Vergeiner and Dreiseitl 1987), 
with implications for the air mass over the valley center. There are ample opportunities to extend 
Schumann's (1990) initial work. 
 
2.5. Downslope flows 
 
Downslope flows on isolated mountainsides and on valley sidewalls have been studied extensively over the 
years. In this section we will summarize current knowledge about the mean and turbulence structure of 
downslope flows using observations and simulations, concentrating on research conducted since about 
1990. 
 
For downslope flows, the terms of importance in the governing equations, (2) – (4), have been evaluated 
mainly with hydraulic models (Manins and Sawford 1979b; Horst and Doran 1988; Papadopoulos et al. 
1997; Haiden and Whiteman 2005). Steady-state flow on mid-latitude slopes is typically an ‘equilibrium 
flow’ balance between buoyancy and turbulent momentum flux divergence (i.e., friction), in agreement 
with the local equilibrium assumption made in Prandtl’s (1942) analytical model. The surface stress is 
thought to contribute more friction than the entrainment of slower moving air from above the downslope 
layer. The balance can sometimes include a significant along-slope advective contribution in the 
momentum balance near the height of the wind maximum, where shear changes sign (Skyllingstad 2003), 
in agreement with Horst and Doran’s (1988) results. The slope-perpendicular momentum equation, since 
the RHS of (3) is near zero, is a balance between the two advection terms. The thermodynamic energy 
equation, (4), is a balance between the radiative and sensible heat flux divergences and temperature 
advection. 
 
Horst and Doran (1988) found that the turbulence structure over slopes was consistent with local shear 
production of turbulence. Turbulence, which is generated primarily by vertical wind shear and destroyed by 
viscous dissipation, is critical for the vertical mixing of momentum and buoyancy in the mean flow. The 
jet-like wind profile associated with downslope flows produces a turbulence structure (Fig. 2) that is quite 
different from that over flat terrain. Vertical shear is positive below the jet, disappears at the height of the 
jet and is negative above the jet. This vertical distribution of wind shear produces TKE profiles with a 
maximum near the surface, and a local minimum at the height of the wind maximum. Above that height, 
TKE is highly dependent on the speed and direction of the ambient wind. Turbulence above the wind 
maximum is decoupled from the surface so that normal surface similarity theory is not expected to be 
applicable above the jet. Vertical velocity variance profiles depend on cooling rates and external wind 
speeds (Coulter and Martin 1996). 
 
In the remainder of this section we will highlight the important influences of slope angle, ambient stability, 
external flows and other disturbances on downslope flows. We begin with slope angle. 
 
2.5.1 Impact of slope angle on downslope flows 
 
If a continuous source of cold air were introduced at the top of a slope (as in Burkholder et al. 2009), the 
downslope flow would be stronger on steeper slopes where the along-slope component of the gravity vector 
is maximized. But, downslope flows in valleys and on mountainsides are not generally fed by a source of 
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cold air at the top of the slope. Rather, cold air forms in place on the slope through a downward flux of 
sensible heat to the underlying radiatively cooled surface. The air moves down the slope only as long as it is 
negatively buoyant with respect to the ambient environment. The air in the flow is heated adiabatically at 
9.8 °C km-1 as it moves down the slope. To continue its descent it must be continuously cooled by a 
downward sensible heat flux to the cold underlying surface. The faster the flow, the lower the rate of 
cooling per unit mass of flow. On low angle slopes, the air travels a greater horizontal distance along a 
slope to descend the same vertical distance compared to a steeper slope. The air loses heat through 
downward sensible heat flux along its entire trajectory, which is longer on a shallow slope than on a steep 
slope. 
 
Slope flows will not form on horizontal surfaces, where radiative loss to the sky and downward sensible 
heat flux occur but the along-surface component of the gravity vector is zero. At the other limit, a vertical 
surface will have a strong component of the gravity vector along the slope, but a vertical surface will not 
radiate well to the sky and, because of the small distance that the air would travel along the slope to lose a 
unit of altitude, the rate of cooling of the flow to the underlying surface would be small. The strongest 
downslope flows will thus develop on slopes of intermediate angle where there is a combination of good 
outgoing longwave radiative loss to the sky that drives a slope-normal sensible heat flux and a component 
of the gravity vector acting along the slope. 
 
Observations (Table 1) on simple slopes show that downslope flows on low-angle slopes are deeper and 
stronger than those on steeper slopes. Slope flows are often strongest in the early evening when the ambient 
stability is weak. For slopes on valley sidewalls, this is the time before the overlying valley flows 
strengthen to produce a cross-slope shear that disturbs the slope flows. The temperature deficit layer over 
the slope (i.e., inversion depth) often has a depth corresponding to about 5% of the vertical drop from the 
top of the slope and the height of the wind maximum is usually within the temperature inversion layer, 
often at heights that are 30-60% of the inversion depth. The downslope flow itself usually extends much 
higher than the height of the wind maximum or the height of the inversion top because of the entrainment 
of ambient air by the downslope flow (Princevac et al. 2005). But, this height is much more variable than 
the inversion height and is very dependent on the speed and direction of the ambient flow above the slope 
flow layer. In general, the downslope flow extends to heights of several times the inversion depth. 
 
The speed and depth of downslope flows (and, thus mass or volume flux) increase with downslope distance. 
This has been seen in experiments on Rattlesnake Mountain, Washington (Horst and Doran 1986), on a low 
angle slope in Utah’s Salt Lake Valley (Haiden and Whiteman 2005; Whiteman and Zhong 2008), and on 
Greece’s Mt. Hymettos (Amanatidis et al. 1992; Papadopoulos and Helmis 1999). An example illustrating 
this increase in depth and speed is shown in Fig. 7. Downslope flows accelerate with downslope distance 
while increasing their depth as additional mass is entrained into the flowing layer at its upper boundary. 
Some of the simple steady-state analytical slope flow models (see, e.g., those reviewed by Barry 2008) are 
in conflict with observations and with predictions from full physics models. Because the models are often 
run using the same sensible heat flux forcing on slopes of all angles, they have led to the mistaken concept 
that downslope flows on upper steeper slopes are stronger and deeper than flows on lower slopes, and will 
overrun the flows on lower slopes or will travel down the slope as frontal disturbances. While such frontal 
propagation episodes can occur in special circumstances (e.g., when the upper slopes go first into shadow 
while the lower slopes are still in sunlight), they appear to be atypical. 
 
RANS and LES models are in agreement with field data, predicting weaker downslope flows (i.e. 
displaying both smaller maximum jet speed and smaller mass flux) on steeper slopes (Skyllingstad 2003; 
Zhong and Whiteman 2008; Axelsen and Van Dop 2009). The effect of stepwise changes in slope angle 
partway down a mountainside were investigated using both RANS and LES models by Smith and 
Skyllingstad (2005) for an 11.6° slope that changed suddenly to a 1.6° slope at a lower elevation. The slope 
flow depth increased rapidly over a distance of 500 m at the slope angle juncture and the height of the 
maximum velocity moved upward about 5-10 m. Below the juncture, a new equilibrium was established 
with a decreased rate of growth in slope flow depth and more rapid cooling of the near-surface 
temperatures. Near-surface downslope velocity decreased, producing a distinct detached and elevated jet 
structure. Potential energy generated at the top of the slope by continued cooling was transported 
downslope and converted into kinetic energy at the slope base. 
 
2.5.2 Impact of ambient stability on downslope flows 
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The effect of ambient stability on downslope flows is now well known from both simulations on simple 
slopes and from field experiments. The downslope flow must adjust to any changes in ambient stability of 
the atmosphere adjacent to the slope. If the flow, for example, encounters a sudden increase in ambient 
stability, it must be cooled at a higher rate to be advected along the surface at the same speed. Downslope 
flow intensity is thus inversely proportional to ambient stability (Rao and Snodgrass 1981; King et al., 
1987; Ye et al., 1990; Helmis and Papadopoulos 1996; Zhong and Whiteman 2008). The nighttime buildup 
in ambient stability within valleys reduces downslope flow speed and may even suppress downslope 
currents. In enclosed basins, downslope flows die in the late evening as ambient stability increases and the 
atmosphere becomes increasingly horizontally stratified and quiescent (Clements et al. 2003; Whiteman et 
al. 2004a, c; Steinacker et al. 2007). 
 
2.5.3 Impact of background flow on downslope flows 
 
Downslope flows, which are usually rather weak and shallow air currents, are quite sensitive to disturbance 
by background or ambient flows (Fitzjarrald 1984; Barr and Orgill 1989; Doran 1991) that may oppose or 
follow the downslope flows or may have a significant cross-slope component. Background flows can 
originate as valley flows, larger mesoscale circulations, synoptic flows, sea or lake breezes, seiches, gravity 
waves, wakes from flow over ridges, etc. The effects of these differing phenomena on downslope flows are 
difficult to separate using field data, but it is generally understood that background flows with strengths of 
only 2-3 m s-1 can have far reaching effects on the structure of the downslope flows and even their 
existence. 
 
Downslope flows on valley sidewalls are routinely subject to the development of overlying valley flows. 
These valley flows, which have jet-like vertical and horizontal profiles within the valley cross-section, 
produce horizontal shears above the slope flows that vary with elevation. Because these flows are oriented 
along the valley axis, while the slope flows are perpendicular to the valley axis, they produce a strong 
directional shear through the shallow slope flow layer. When the valley winds get strong enough, horizontal 
and vertical shears and the associated turbulence can greatly modify the downslope flows or remove them 
entirely from valley sidewalls (Doran et al. 1990). 
 
As cross-slope winds increase, slope flows deepen and behave more like a weakly stratified sheared 
boundary layer (Skyllingstad 2003). The cross-slope flow produces an extra source of mixing from the 
additional vertical shear, which weakens the vertical stratification. Because the velocity near the surface 
becomes lower there is less loss of momentum to surface drag. But, as cross-slope flow increases, the 
downslope jet becomes weaker and deeper and is eventually overpowered by the cross-slope-generated 
turbulence. 
2.5.4 The effects of slope inhomogeneity on downslope flows 
 
Vergeiner and Dreiseitl (1987) pointed out that real mountain slopes are much more complicated than those 
assumed in existing models. Since, as emphasized above, radiative and turbulent fluxes vary in time and 
space, upslope and downslope flows must vary continuously in space and time in response to small-scale 
slope inhomogeneities. This variation makes it difficult to find representative measurement locations on 
slopes (e.g., sites with uniform slope angles and surface cover) to compare with idealized models. Slopes on 
mountain sides vary not only in topography and surface cover, but they are also subject to time- and space-
varying interactions with larger scale flows and to varying ambient stabilities. 
 
Only a few observational and modeling studies have investigated the response of slope flows to slope 
inhomogeneities. As mentioned, several studies have investigated the effects of changes in slope angle. 
Others have looked into the effects on downslope flows of forests (e.g., Lee and Hu 2002; van Gorsel 
2003); differentially cooled sloping surfaces (Shapiro and Fedorovich 2007; Burkholder et al. 2009) and 
sunset time variations on complex slopes (Papadopoulos and Helmis 1999). Haiden and Whiteman’s (2005) 
investigation of downslope flows on a visually rather uniform slope at the foot of Utah’s Oquirrh 
Mountains found imbalances in both the momentum and heat budget equations that were attributed to small 
scale convexities and concavities on the slope that channeled the downslope currents. Monti et al. (2002) 
observed multi-layered stability above a slope that appeared to come from elevated downslope currents. 
They suggested that slope flows can develop features similar to hydraulic flows, such as jump conditions or 
turbulent transitions. 
 
2.5.5 Drainage flow oscillations 
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Oscillations in drainage (i.e., downslope and down-valley) flow strengths with periodicities between about 
5 and 90 minutes have been frequently observed. They can be produced by a variety of different 
mechanisms, including interactions between valley flows and tributary flows (Porch et al. 1989), variation 
of cold air sources from upstream (Allwine et al. 1992), interactions with mountain waves (Stone and 
Hoard 1989; Poulos et al. 2000, 2007), modulation of slope and valley flows by interactions of synoptic and 
mesoscale flows with surrounding topography (Mahrt and Larsen 1982; Doran et al. 1990; De Wekker 
2002), interactions between slope flows and sea breezes (Bastin and Drobinski 2005), meandering motions 
in stratified flows and, in the case of downslope flows, by internal waves impinging normal to the slope 
(Princevac et al. 2008) and by overshooting and oscillations caused by the resulting buoyancy 
disequilibrium (Fleagle 1950; Doran and Horst 1981; McNider 1982; Helmis and Papadopoulos 1996; van 
Gorsel et al. 2003b; Chemel et al. 2009; Viana et al. 2010). Additionally, cold air forming over plateaus or 
other elevated terrain source areas sometimes cascades down the slopes at intervals as cold air avalanches 
(Küttner 1949). Atmospheric analogs to the seiches that form in ocean and lake basins have also been 
observed in basin temperature inversions, where it is common to see smoke plumes from chimneys and 
open fires that exhibit weak oscillatory motions in which the plume is carried back and forth quasi-
horizontally relative to its source. The back-and-forth sloshing, if produced by seiches, should have a 
characteristic frequency that is dependent on basin topography, atmospheric stability and wind speed. 
Seiche-like oscillations with a periodicity of about 15 minutes were recently documented on the floor of 
Arizona’s Meteor Crater (Whiteman et al. 2008), and a spectral element model (Fritts et al. 2010) has 
produced seiches in idealized topography similar to the crater. 
 
2.5.6 Glacier winds 
 
Slope flows are generally diurnally varying flows, but over a snow surface where the surface energy budget 
is consistently negative the resulting downward sensible heat flux from the adjacent atmosphere produces a 
shallow cold air layer with a continuous downslope flow. Over cold, high albedo glaciers or snow surfaces, 
this downslope flow has been called a glacier wind. A special feature of downslope winds over snow 
surfaces is the constrained upper limit value of surface temperature, 0°C. In daytime during the melt season 
when ambient air temperatures undergo their normal diurnal variation, this upper limit of surface 
temperature results in a temperature inversion above the melting surface whose maximum strength occurs 
in mid- to late-afternoon in the ablation zone, and at night at higher elevations where radiative cooling of 
the surface is more important (Oerlemans 1998). 
 
Glacier winds, which occur on a variety of scales, have received increased attention in the last 20 years. 
Oerlemans et al. (1999) found temperature inversions of about 20 m depth and 8°C strength over a large 
maritime ice cap in Iceland. Near-steady-state glacier winds were nearly always present, except for periods 
with traveling intense storms, suggesting that glacier winds are the key factor shaping the microclimate of 
glaciers, at least in summer. Maximum downslope wind speeds of 3-10 m s-1 were found at heights from 
several to a few tens of meters above the surface, although the winds often extended to heights exceeding 
100 m. The momentum balance that produces the glacier wind appears to be a balance between buoyancy 
force and friction, as expressed in the Prandtl (1942) and Oerlemans and Grisogono (2002) models. In 
contrast, for a small, mid-latitude glacier in the Alps the buoyancy force was balanced by both friction and 
the mesoscale pressure gradient that drives the valley wind above the downslope layer (Van den Broeke 
1997a, b). 
 
3. The valley wind system 
 
Diurnal valley winds are thermally driven winds that blow along the axis of a valley, with up-valley flows 
during daytime and down-valley flows during nighttime. Valley winds are the lower branch of a closed 
circulation that arises when air in a valley is colder or warmer than air that is farther down-valley or over 
the adjacent plain at the same altitude. Unlike slope winds, valley winds are not primarily a function of the 
slope of the underlying valley floor. In fact, they have been observed even in valleys with horizontal floors 
(Egger 1990; Rampanelli et al. 2004). Instead, they depend on other geometrical factors, such as the shape 
and aspect of the valley cross-section and their along-valley variations, including tributaries (Steinacker 
1984), as discussed below. The diurnal reversal of the flow requires a larger daily temperature range within 
the valley than over the adjacent plain (Nickus and Vergeiner 1984; Vergeiner and Dreiseitl 1987). 
Horizontal pressure gradients that develop as a function of height between air columns with different 
vertical temperature structures over the valley and the adjacent plain drive the valley wind (Fig. 8). These 
pressure gradients can be observed directly (Khodayar et al. 2008; Cogliati and Mazzeo 2005). Along the 
Inn Valley, for example, thermally induced pressure differences of up to 5 hPa over a distance of 100 km 
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have been observed (Vergeiner and Dreiseitl 1987). As a consequence of the changing pressure distribution 
in the vertical, the vertical profile of along valley winds undergoes a cyclic evolution during the day (Gross 
1990). Valley winds evolve gradually over the daily cycle and produce weak to moderate wind speeds. 
Peak wind speeds over the valley center are frequently in the range from 3 to 10 m s-1.  
 
Ideally, the upper branch of the closed circulation consists of an elevated horizontal flow running in the 
opposite direction from the winds in the valley below. Because the upper branch is unconfined by 
topography and thus broader in horizontal extent, it is generally quite weak and can be obscured by stronger 
synoptic-scale flows. The existence of these return flows or compensation currents was debated at the early 
stage of the scientific investigation of valley winds (cf. Wagner 1938) but is today considered a well-
documented feature (McGowan 2004; Zängl and Vogt 2006). Fig. 9, for example, compares modeled 
temperature profiles within a valley and over the adjacent plain to illustrate the reversing temperature 
gradients with height that drive the elevated return circulations (from Rampanelli et al. 2004). 
Investigations by Buettner and Thyer (1966) in valleys that radiate out from the isolated volcano of Mt. 
Rainier, Washington (USA), found that the upper branches of the valley circulations there could even be 
observed within the terrain-confined upper altitudes of the valleys. They coined the term anti-winds for 
these confined currents, but the deeper currents above the ridgetops are more frequently called return or 
compensating flows. 
 
The evening reversal of the daytime up-valley wind begins in late afternoon or early evening when the 
daytime wind system begins to lose strength. The gradual loss of strength, taking place over several hours, 
is caused by a decrease in the along-valley pressure gradient as temperatures along the valley axis are 
equilibrated by advection and as the sensible heat flux that maintained the temperature gradient decreases. 
Once the sensible heat flux reverses on the sidewalls or in the shadowed parts of the valley, downslope 
flows begin, transferring the cooling experienced in a shallow layer above the slopes to the valley 
atmosphere through compensatory rising and cooling motions. Radiative processes and turbulent sensible 
heat flux divergences also play a role. As the valley atmosphere cools, the horizontal pressure gradient 
between the valley and adjacent plain reverses and a down-valley flow begins. The valley wind reversal 
lags that of the slope flows because the large mass of the valley atmosphere must be cooled before the 
pressure gradient can reverse (Vergeiner 1987). The reversal typically begins at the floor of the valley, 
where cooling is most intense, with the formation of a temperature inversion. As the cooling progresses 
upwards, the down-valley flow deepens and strengthens. Within the nighttime inversion, the coldest 
temperatures are at the valley floor, and temperatures increase with height. This results in relatively warmer 
temperatures on the valley sidewalls than on the valley floor, i.e. a warm slope zone on the valley sidewalls 
(Koch 1961).  
 
The morning reversal of the down-valley wind, which occurs after sunrise, similarly requires a reversal of 
the along-valley pressure gradient as the valley atmosphere warms. The reversal occurs several hours after 
upslope flows are initiated when the heat transfer processes become effective in warming the entire valley 
atmosphere. Further details on the heat transfer mechanisms are provided in the next section that focuses on 
interactions between the slope and valley wind circulations.  
 
The warmer temperatures during daytime and colder temperatures during nighttime in the valley 
atmosphere compared to the atmosphere over the adjacent plain (or farther down the valley) are mainly 
caused by two factors. First, under low background wind conditions the valley atmosphere is protected by 
the surrounding topography from mass and heat exchange with the atmosphere above the valley so that 
heating will be more effectively concentrated in the valley during daytime and cooling will be enhanced in 
the valley during nighttime. A second, more important, factor has been termed the "area-height 
relationship" or "topographic amplification factor", TAF. The concept (see Whiteman 1990 or 2000 for 
fuller discussions), is that the daily temperature range in the valley will be amplified by the smaller mass of 
air that is heated or cooled within the confined valley volume than within the larger volume of the same 
depth and surface area at its top over the adjacent plain. The higher mean temperature inside the valley 
during daytime causes a pressure gradient to develop between valley and plain that drives an up-valley 
wind. The lower mean temperature and higher pressure in the valley during nighttime drive a down-valley 
wind.  
 
The mechanisms by which valley geometry might affect cooling and warming of the valley atmosphere 
have been explored by various authors. Wagner (1932) was the first to express the TAF concept. Steinacker 
(1984) carried the concept further, computing the distribution of drainage area as a function of height in the 
Inn Valley and comparing it to that over the adjacent plain in southern Germany. McKee and O'Neal (1989) 
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then suggested that along-valley pressure gradient differences produced by changes in terrain cross-section 
along a valley's axis could explain along-valley wind speed variations. While the intuitive TAF concept, 
which focuses on valley geometry, helps to conceptualize the important thermodynamics leading to up- and 
down-valley flows, the simple concept involves inherent assumptions that has made it difficult to apply in 
practice.  
There are inherent difficulties in evaluating precisely both the valley volume, and the heat fluxes across its 
boundaries. As to the volume, its top boundary is difficult to define in practice. An intuitive choice would 
be to locate it at crest height, yet in real valleys the crest height varies with down-valley distance and differs 
between the opposing sidewalls. Further, it appears that the volume of the valley tributaries has to be taken 
into account (Steinacker 1984). As to the fluxes, Gauss's divergence theorem can be used with a volume 
integral of (7) to determine the rate of change of the volume-average potential temperature in the valley. 
This rate of change is driven by the surface integral of the advective, turbulent and radiative heat fluxes 
across the surfaces bounding the volume, including the valley floor, sidewalls and the top boundary. 
However the flux distributions along the volume boundaries are generally not well known (e. g. on the 
valley sidewall slopes: see Section 2.2). Yet boundary conditions allow some simplifications: for instance, 
advection through the ground surface vanishes, since wind speed vanishes there. However this is not the 
case on the top surface, where heat advection through slope flows on the sidewalls and compensating 
subsidence at the valley core will play a crucial role in the daytime heating of the valley atmosphere 
(Rampanelli et al. 2004; Weigel et al. 2007; Schmidli and Rotunno, 2010; Serafin and Zardi, 2010b, c). 
Because the top boundary is not a solid surface, heat gain or loss in the volume is not normally confined to 
the volume. This is especially the case during daytime, when convective boundary layers can grow above 
ridge height. Similarly, the down-and up-valley ends of the volume are open: once an along-valley flow 
begins, advection acts to reduce temperature differences between valley and plain, or between segments of 
a valley. Further, the TAF concept in its simplest form does not consider that the rate of heat gain or loss 
may vary with height in the valley or plains volumes, and assumes that rates of heat gain and loss are equal 
in the two volumes. In fact, the surface energy budgets and heat transfer processes may be quite different in 
the two volumes. Heat transfer processes in the valley volume, for example, involve heat transfer over the 
slopes associated with up- and downslope flows, compensatory rising and sinking motions over the valley 
center, and radiative transfer processes that include back-radiation from the sidewalls (cf. Haiden 1998). 
Further information on these and other factors that lead to variations in the thermally driven pressure 
gradient along a valley including the partitioning between sensible and latent heat fluxes in the surface 
energy budget and the confinement of heated or cooled air within a valley can be found in publications by 
Zängl et al. (2001), Rampanelli (2004), Zängl (2004), Zängl and Vogt (2006), Serafin (2006), Rucker et al. 
(2008), Schmidli and Rotunno (2010), and Serafin and Zardi (2010a, b, c).  
 
In the early evening, down-valley flows often converge into sub-basins or build up cold-air pools or lakes 
behind terrain constrictions (cf. Bodine et al. 2009). In general, though, if the valley does not have major 
constrictions along its length or major changes in surface microclimates, the nighttime down-valley flows 
accelerate and increase in depth with down-valley distance, resulting in an along-valley mass or volume 
flux divergence. Through the law of mass conservation, the existence of along-valley divergence requires 
the import of potentially warmer air into the valley from aloft or from tributaries. Interestingly, recent field 
measurements and model simulations have also shown a divergence of along-valley mass flux in the 
daytime up-valley flows for the Inn Valley (Vergeiner 1983; Freytag 1988; Zängl 2004), the Kali Gandaki 
Valley (Egger et al. 2000; Zängl et al. 2001) and in the Wipp Valley (Rucker et al. 2008). This along-valley 
mass flux divergence is somewhat counterintuitive, since one might expect an up-valley flow in the main 
valley to dissipate with up-valley distance as the flows turn up the slopes and tributaries. Various 
mechanisms have been invoked to explain the mass flux divergence, including compensating subsidence 
over the main valley, transition to supercritical flow in the widening part of a valley (possibly favored by 
gravity waves produced by protruding ridges), and intra-valley change in the horizontal pressure gradient 
induced by differential heating rates. 
 
In different valleys (Fig. 10), the vertical structure, strength and duration of up- and down-valley flows 
differ, depending on climatic and/or local factors (Ekhart 1948; Löffler-Mang et al. 1997). One cannot 
assume that valleys with strong up-valley flows will also have strong down-valley flows. In the Kali 
Gandaki valley of Nepal, the daytime up-valley winds are much stronger than the nocturnal down-valley 
winds (Egger et al. 2000, 2002). In California's San Joaquin Valley, the up-valley flows can persist all night 
(Zhong et al. 2004). In other cases, such as in Chile's Elqui Valley, nocturnal down-valley winds are not 
observed at all (Kalthoff et al. 2002), while down-valley winds may persist all day in snow-covered valleys 
(Whiteman 1990). 
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Down-valley winds are often enhanced where valleys issue onto the adjacent plains or into wider valleys. 
Drainage flows in the valley decrease in depth, accelerate, and fan out onto the plain at the valley exit, 
producing a valley exit jet. The valley exit jet at the mouth of Austria's Inn Valley reaches speeds of 13 m s-

1 at heights only 200 m above ground (Pamperin and Stilke 1985; Zängl 2004). Valley exit jets have also 
been observed at the mouths of tributary canyons that issue from the Wasatch Mountains into the wide Salt 
Lake Valley (Banta et al. 1995, 2004; Fast and Darby 2004; Darby and Banta 2006; Darby et al. 2006) and 
at canyons that flow onto the plains south of Boulder, Colorado (Coulter and Gudiksen 1995; Doran 1996; 
Varvayanni et al. 1997). They have also been observed at the exit of valleys issuing onto the Snake River 
Plain in eastern Idaho (Stewart et al. 2002). Valley exit jets, which are often a source of non-polluted or 
relatively clean air, can have important air pollution consequences (Darby et al. 2006) and can bring 
nighttime relief from high temperatures at canyon exits. The outflows of valley exit jets can be modulated 
by larger-scale influences including the thermally driven flows beyond the valley exit (Darby and Banta 
2006). 
 
3.1 The effects of boundary layer processes and turbulence on valley flows 
 
Only recently have field research programs investigated the impact of turbulence on valley winds (Rao and 
Schaub 1990; Poulos et al. 2002; Rotach et al. 2004; Rotach and Zardi 2007). Turbulence measurements 
have been made primarily from instrumented towers using eddy correlation techniques, although some 
airborne measurements were made in the Riviera Valley during the Mesoscale Alpine Programme (Weigel 
et al. 2006, 2007; Rotach and Zardi 2007). Many good methods and techniques have been developed for 
processing and analyzing turbulence measurements from towers (see, e.g., Kaimal and Finnigan 1994), but 
airborne turbulence measurements are more difficult to make and analyze. Wind velocity components are 
retrieved as a difference between absolute airplane motion with respect to a fixed frame of reference and 
airspeed as indicated by the aircraft (Crawford and Dobosy 1992). These two terms are at least an order of 
magnitude larger than the difference between them. Thus, high accuracy in the wind velocity components 
requires quite high accuracy in the original measurements. Airborne measurements are, nonetheless, the 
most promising tool for analysis of turbulence properties far from the surface in the middle of valley 
volumes (Rotach et al. 2004; Weigel et al. 2007). 
 
The dynamics of diurnal valley winds results from the combination of slope flows on the sidewalls and 
boundary layer processes on and above the valley floor, including such factors as free convection, shear, 
and compensatory subsidence in the valley core atmosphere. As a consequence, turbulent processes 
associated with valley winds occur on different space scales (height above the slope, slope length, boundary 
layer depth over the valley floor, valley width) and time scales (hour, morning, afternoon, daytime, 
nighttime). As a consequence it is difficult to ascertain their individual roles and interactions. A high site-
to-site variability must be considered in designing measurement strategies (Doran et al. 1989). Even the 
application of standard turbulence analysis procedures, such as eddy covariance, requires consideration of 
site-specific characteristics. (Kaimal and Finnigan 1994; de Franceschi and Zardi 2003; Hiller et al. 2008; 
de Franceschi et al. 2009). 
 
Over a homogeneous plain under fair weather conditions with weak synoptic winds, shear will be 
minimized and convection will be the dominant process producing turbulence. Under the same synoptic 
conditions, thermally driven flows will develop in valleys, and the dominant process leading to turbulence 
will be shear production, as turbulence in valleys is rarely caused by convection alone (Weigel et al. 2007; 
de Franceschi et al. 2009). 
 
Some observations suggest that the classical Monin-Obukhov surface layer scaling for velocity and 
temperature variances holds in the middle of a wide valley with a flat floor (Moraes et al. 2004; de 
Franceschi 2004; de Franceschi et al. 2009). However, at other locations (e.g. sloping sidewalls) scaling 
approaches that are valid for flat horizontally homogeneous terrain need to be extended and/or modified 
(Andretta et al. 2001, 2002; van Gorsel et al. 2003a; Grisogono et al. 2007; Catalano and Moeng 2010). 
 
In Switzerland's Riviera Valley during daytime in summer, the vertical TKE distribution throughout the 
valley core atmosphere scales with the convective velocity scale 
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defined, as usual, with gravity acceleration g, a temperature reference value θ0, the convective boundary 
layer (CBL) height zi, and the surface temperature flux sw θ ʹ′ʹ′ , provided the latter is determined at the slope 
rather than at the valley center (Weigel and Rotach 2004; Weigel 2005; Weigel et al. 2006, 2007; Rotach et 
al. 2008). Despite highly convective conditions, it is mainly shear (as opposed to buoyancy) that is 
responsible for TKE production. However the maximum of shear production occurs not at the valley 
surface, but rather at higher levels above the valley. This suggests that wind shear is mainly produced by 
the interaction of the up-valley wind with the background winds aloft, rather than by surface friction. As a 
consequence shear can be related to the wind strength in the core of the valley wind and investigators have 
found that the scaling velocity determined from the surface heat flux on the slope is closely related to the 
valley wind strength. 
 
Surface fluxes of momentum, heat and water vapor are strongly affected by topography and land surface 
cover (the reader will find various examples of such variability in Whiteman et al. 1989b; Grimmond et al. 
1996; Wotawa and Kromp-Kolb 2000; Grossi and Falappi 2003; Antonacci and Tubino 2005; Bertoldi et al. 
2006; Kalthoff et al. 2006; Serafin 2006; Martínez et al. 2010). In particular, vegetation can strongly affect 
turbulence production and surface layer structure, e.g. by imposing displacement heights and roughness 
lengths (cf. de Franceschi et al. 2009), and affecting fluxes and budgets of momentum, energy and mass. 
Additional complications arise when boundary layer processes occur in urban areas located in mountain 
valleys (Kuttler et al. 1996, Piringer and Baumann 1999; Savijärvi and Liya 2001; Kolev et al. 2007; 
Giovannini et al. 2010; Fernando 2010). Transport and mixing of pollutants in complex terrain have been 
addressed by many authors (see, e.g., Salerno 1992; Prévôt et al. 1993, 2000; Wong and Hage 1995; Prabha 
and Mursch-Radlgruber 1999; Grell et al. 2000; Doran et al. 2002; Gohm et al. 2009; De Wekker et al. 
2009; de Franceschi and Zardi 2009; Aryal et al. 2009; Kitada et al. 2003; Regmi et al. 2003; Lehner and 
Gohm 2010; Panday 2006; Panday and Prinn 2009; Panday et al. 2009; Szintai et al. 2010). These processes 
are also addressed in Chapter 5. 
 
3.2. The effects of other winds on valley flows 
 
Valley wind systems are often modified, or even overpowered, by larger-scale thermally driven flows or by 
dynamically driven flows above a valley produced by mesoscale or synoptic-scale processes. Dynamically 
driven winds, including those in valleys, are discussed in Chapter 3, so we give here only a short summary. 
 
Background flows above mountainous terrain are driven by large-scale pressure gradients that are 
superimposed on the along-valley pressure gradients produced locally by intra-valley temperature 
differences. When the valley atmosphere has a high static stability, the background flows will often be 
channeled along the valley axis (Whiteman and Doran 1993). These flows, are not, however, thermally 
driven flows. They occur under more active synoptic conditions and do not reverse twice per day at the 
normal morning and evening transition times. They are also generally stronger than the diurnal valley flows 
and, since they are imposed from aloft, do not necessarily exhibit the typical jet-like vertical profile usually 
seen with valley flows. Nonetheless their interaction with the valley atmosphere may be significantly 
affected by changes in the surface heat flux during the diurnal cycle (see e. g. Jiang and Doyle 2008).  
 
The direction of the flow in a valley (either up- or down-valley) may be driven by the pressure gradient 
aloft, rather than by locally generated temperature differences along the length of the valley. As valleys are 
often curved or bent, the along-valley component of the synoptic-scale pressure gradient may differ from 
one segment of the valley to another. Accordingly, changes in wind speed and direction will occur along 
the axis of a bent valley, depending on factors such as valley orientation, width and depth (Kossmann and 
Sturman 2003). This phenomenon in which winds within the valley are driven by pressure differences 
between the two ends of the valley is called pressure-driven channeling. The flow direction is from the high 
pressure end toward the low pressure end of the valley. This type of channeling is in contrast to forced 
channeling in which momentum from the winds aloft is carried down into the valley, producing winds 
along the valley axis whose direction is determined by the component along the valley axis of the wind 
velocity aloft. Forced channeling is often seen near mountain passes. In addition to these major types of 
channeling, smaller scale airflow separations, eddies, and dynamic instabilities can be produced by 
background flow/terrain interactions that will affect thermally driven flows within a valley (Orgill et al. 
1992). 
 
When static stability is low, downward momentum transport, associated with convection, can bring winds 
aloft into a valley with wind directions not necessarily aligned along the valley axis. These cross-valley 
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flows are more likely to be present in the upper altitudes of a valley, and are unlikely to be confused with 
thermally driven diurnal valley winds. Flows over valley ridges can have smaller-scale dynamic effects on 
valley winds. In addition to the channeling processes mentioned above, other effects on the structure and 
evolution of diurnal wind circulations within a valley come from large-scale background flows (see, e.g., 
Barr and Orgill 1989; Doran 1991; Orgill et al. 1992; Mursch-Radlgruber 1995; Zängl 2008; and Schmidli 
et al. 2009a). During daytime, ridge-level winds may significantly modify the subsidence over the valley 
center and produce asymmetries in the cross-valley circulation. A weak ridgetop wind may flush out the 
upper part of the valley and modify the valley circulation, whereas a stronger one may intrude into the 
valley and even reach the valley bottom. During nighttime, upper winds can penetrate into the valley and 
“erode” the existing ground based inversion. However, valley drainage, once established, is rather resistant 
to erosion from above, because of atmospheric stability, especially in valleys having large drainage areas. 
As an example, Orgill et al (1992) investigated the mesoscale external factors affecting nocturnal drainage 
winds in four different valleys in western Colorado during the ASCOT project. They found that in such 
valleys wind erosion can reduce drainage flows to less than half of the valley depth, the principal 
contributing factors to wind erosion processes being an along-valley wind component above the valley that 
opposes the drainage, a weak stability in the valley, and winds aloft with speeds exceeding a threshold 
around 5 m s-1 and accelerating at rates greater than 0.0004 m s-2 (Orgill et al. 1992). In the Rosalian 
mountain range in eastern Austria, Mursch-Radlgruber (1995) found that an opposing ambient flow 
decreased the down-valley flow depth in the shallow valleys studied, but did not reduce the jet speed 
maximum. In contrast, an ambient flow in the same direction as the drainage flow suppressed the drainage 
flow and led to stagnation or pooling on one night. This effect was explained by observing that the ambient 
wind produced a pressure low in the upper valley in the lee of the Rosalian range, thus counteracting the 
normally existing hydrostatic pressure gradient responsible for classical drainage flow.  
 
The contrast in temperature between air over a water surface and air over the adjacent land typically drives 
diurnal sea/lake breezes that can interact with valley winds, significantly modifying both phenomena. The 
sea/lake breeze and the up-valley wind in a nearby valley may merge in a connected wind field called the 
Extended Sea Breeze (Kondo 1990) or Extended Lake Breeze (McGowan et al. 1995), producing long-
range moisture transport (Sturman and McGowan 1995). This transport may provide significant moisture 
through dew deposition to arid valleys, as seen at the Elqui Valley in the Andes (Khodayar et al. 2008). 
Small bodies of water on valley floors do not develop appreciable lake breezes, although they can 
significantly affect surface energy budgets, valley wind strength and extent, and moisture distribution 
(Sturman et al. 2003a, b). Relatively large lakes on valley floors can develop lake breezes that interact with 
slope and valley wind systems, with internal boundary layers forming at the lake-land boundary (McGowan 
and Sturman 1996; Zardi et al. 1999; de Franceschi et al. 2002). Bergström and Juuso (2006) used a 
numerical simulation to compare up-valley winds occurring with and without a water body at the bottom of 
the valley, finding that the lower lake surface temperatures lead to higher daily average wind speeds.  
 
3.3. Topographic effects on valley flows 
 
3.3.1 Tributary valleys 
 
In valleys with tributaries, upstream flows divide at each confluence of a side valley with the main valley, 
and downstream flows merge into a single down-valley wind. Bifurcating flows and merging flows have 
not been extensively researched, but one would expect that the topography in the vicinity of the merging 
valleys and wind system characteristics in the main and tributary valleys would be determining factors for 
the structure of the valley wind system. Because of the many different forms of topography and the range of 
wind system characteristics, it is not clear if investigation of a specific instance would provide information 
general enough to be applicable to other valleys. However detailed studies of the structure and dynamics of 
flow mergings or bifurcations at single situations are crucial to provide a better understanding of local 
pollutant concentrations, as shown by Banta et al. (1997), Fiedler et al. (2000) and Zängl and Vogt (2006). 
The requirement of mass flux balance may result in a closed circulation in which return flows produce 
enhanced subsidence or rising motions over the valley juncture, affecting temperature and wind structures 
there (Freytag 1988; Zängl 2004).   
 
The bulk effect on nighttime along-valley mass flux in a main valley by inflow from a tributary box canyon 
was investigated in the Atmospheric Studies in Complex Terrain (ASCOT) program in the 1980s (Coulter 
et al. 1989, 1991; Porch et al. 1991). The tributary provided more mass flux to the main canyon than would 
have come from a simple valley sidewall. Simulations of ideal valley-tributary systems by O’Steen (2000) 
supported this conclusion. They also showed that the increase in down-valley mass flux in the main valley 
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begins well before the tributary is encountered, suggesting that the mechanism by which a tributary 
provides additional mass flow to the main valley is more complicated than suggested by the intuitive notion 
of a simple side-stream contribution at the confluence with a concomitant increase in valley flux 
downstream of the tributary. In some cases the flow down the main valley actually decreases in a layer 
corresponding to the outflow height of the tributary flow. This leads to a negative correlation of flow down 
the main valley and flow out of the tributary. Cold air flowing out of the tributary is apparently blocked by 
cold air flow coming down the main valley. Cold air thus tends to accumulate in the tributary and then enter 
the main valley through surges. Alternatively, the tributary contribution may glide over the main valley's 
core flow. Conservation of momentum requires that the increased mass of cold air from the tributary slows 
the main valley flow, allowing additional flow to exit the tributary. The latter may assume the form of a 
regularly pulsating outflow, and modulate low-frequency oscillations in the main valley wind, as shown by 
Porch et al. (1991). 
 
Drainage flow from tributaries depends not only on cooling rates, but also on ambient winds. Unexpectedly, 
an external wind blowing in opposition to the drainage wind can strengthen the drainage wind. The 
mechanism is not fully understood: perhaps circulation cells introduce mass from the ambient wind into the 
tributary system (Coulter et al. 1989). In any case the orientation of the tributaries to the main valley 
appears to be a controlling factor in the interactions between tributary and valley flows, and periodic flow 
out of the tributaries can modulate oscillations in the main valley drainage flow (Coulter et al. 1991) 
 
3.3.2 Canyons 
 
Canyons, valleys having relatively high depth-to-width ratios and steep sidewalls, are subject to the same 
up- and down-valley flow regimes as valleys. A canyon that is a segment of a longer valley may have one 
of two effects on drainage flows. If the canyon is narrow or tortuous, it may restrict the valley flow. During 
nighttime this may cause a cold-air pool or cold air lake to develop above the canyon constriction 
(Whiteman 2000). If, on the other hand, the canyon is not too narrow, the air may accelerate through the 
constricted canyon to conserve the total momentum of the downvalley flow. The flow and temperature 
structure in a canyon are affected by several physical processes. Deep narrow canyons have weak 
downslope flows on the steep slopes (see section 2.5.1) because of a reduced longwave radiation loss 
caused by the restricted view of the sky and by enhanced radiative interactions between the sidewalls that 
tend to drive the canyon atmosphere toward isothermalcy. Turbulence generated at the ridgeline by terrain 
interactions with above-canyon flows, or turbulence generated in valley flows by terrain elements, tend to 
mix the canyon atmosphere (Start et al. 1975). Simulations of nocturnal drainage flows in small rugged 
canyons (Lee et al. 1995) have shown that coupling with upper winds may produce multi-vortex structures 
that are very sensitive to the radiation budget. Canyons sometimes act as conduits between segments of a 
valley having quite different climates (e.g., the Columbia Gorge, a canyon between Oregon and 
Washington, USA). Strong temperature contrasts between the segments can accelerate the normal canyon 
flows (e.g., Sharp and Mass 2004).  
 
Arizona's Grand Canyon of the Colorado River, one of only a few deep canyons that have been 
investigated, maintains only weak stability during both day and night in winter (Whiteman et al. 1999c). 
This may be due to terrain-enhanced interactions between above-canyon flows and air within the canyon or 
to overturning of the canyon atmosphere by cold air generated on snow-covered mesas to the north and 
south of the canyon. Temperature jumps form at the top of the canyon when warm air advection occurs 
across the canyon rim. Because stability in the canyon is near-neutral, wintertime valley flows are weak and 
the flow along the canyon is driven by pressure gradients that are superimposed on the canyon by traveling 
synoptic-scale weather disturbances, with flow directed from the high pressure to the low pressure end of 
the canyon. Nonetheless, weak diurnal valley flows are sometimes present at the north end of the canyon in 
the vicinity of the Little Colorado River (Banta et al. 1999). 
 
3.4 Modeling of the valley flows 
 
The state of the art on modeling of thermally driven flows was reviewed by Egger (1990). Contributions to 
the understanding of diurnal valley flows have come from a range of modeling approaches including 
conceptual, laboratory tank, Navier-Stokes, analytical and large-eddy simulation models. By means of a 
simplified mixed layer model over idealized topography, Kimura and Kuwagata (1995) showed how the 
sensible and latent heat that accumulate in an atmospheric column are dependent on the scale of the 
topography. Whiteman and McKee (1982) used a simple thermodynamic model to explain the basic 
mechanisms governing the morning breakup of nocturnal inversions in valleys. Zoumakis and Efstathiou 
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(2006a, b) extended this approach to obtain a criterion for estimating the time required for the complete 
breakup and development of a CBL. Conceptual and analytical models relating the energy budget and 
valley geometry to the rate of atmospheric cooling in a valley were developed by McKee and O'Neal 
(1989). Vergeiner (1987) used an analytical model to study basic relationships between the strength and 
response time of a valley flow as a function of topographic characteristics such as valley length, width, or 
depth. A hydraulic model reproducing the development of diurnal up-valley wind, based on concepts of 
mixed layer schemes, was proposed by Zardi (2000). 
 
Similarly to what has been discussed above for slope winds, a more complete understanding of the 
atmospheric processes leading to diurnal valley flows has been provided by numerical models. In the last 
two decades the achievements in this field have benefitted from the increasing availability of suitable 
computers and from the impressive progress in the development of numerical weather prediction models. 
Further information on numerical modeling is provided in Chapters 9, 10 and 11. 
 
Diurnal mesoscale circulations such as slope and valleys flows are not resolved by the coarse grids in 
general circulation and climate models, and must accordingly be parameterized as turbulent motions. 
However, only smaller-scale turbulence and convection are presently represented in boundary-layer 
parameterizations, based on similarity arguments and data from flat terrain experiments. Even though 
vertical heat fluxes induced by the diurnal slope and valley flows are as large as or even larger than 
turbulent fluxes produced by smaller-scale turbulence and convection, they are not yet considered in these 
parameterizations (Noppel and Fiedler 2002; Rotach and Zardi 2007). 
 
Simulations of idealized valleys, with simplified initial and boundary conditions, have led to a deeper 
insight into individual mechanisms affecting the dynamics of diurnal valley winds. These simulations are 
particularly valuable in identifying the relative roles of processes that are difficult to isolate in more 
realistic topography and weather situations. While many idealized simulations have already been mentioned 
in this chapter, space is unavailable here to provide a detailed account of all of them. Representative articles 
include those of Enger et al. (1993); Atkinson (1995); Anquetin et al. (1998); Li and Atkinson (1999); 
O’Steen (2000); Rampanelli et al. (2004); Bergström and Juuso (2006); Bitencourt and Acevedo (2008); 
Schmidli et al. (2010); Schmidli and Rotunno (2010); and Serafin and Zardi (2010a, b, c). 
 
The complexity of real mountain valleys provides a stimulating challenge for numerical simulations. The 
spatial resolution of present models is not yet fine enough to reproduce all the small-scale features of valley 
winds. High resolution digital elevation databases have to be significantly smoothed before they are used 
for model runs, and information on land cover, land usage, and soil moisture is often approximate or 
incomplete. Nevertheless, many simulations of real cases have proven useful, as the reader may appreciate 
by inspecting the reference papers by Leone and Lee 1989; Gross 1990; Koračin and Enger 1994; Fast 
1995, 2003; Ramanathan and Srinivasan 1998; Colette et al. 2003; Zhong and Fast 2003; De Wekker et al. 
2005; Chow et al. 2006; Lee et al. 2006; Weigel et al. 2006; and Bischoff-Gauß et al. 2006, 2008. Model 
outputs must be carefully compared with available observations to make sure that the simulations capture 
the relevant mechanisms. Understanding of the model outputs benefits from good visualization tools and 
from physical insight and conceptual models. Additional confidence is gained when comprehensive field 
observations are available for comparison. Thus, simulations are usually done in conjunction with large 
observational programs.  
 
3.5. Exceptions and anomalies 
 
The occurrence of anomalous valley winds, i. e. developing in apparent contradiction to established 
concepts and theories, has stimulated broad debates and deeper analyses since earlier investigations in the 
field. Wagner's (1938) seminal paper, for example, mentioned two Alpine wind systems that were known to 
contradict valley wind theory. The Maloja wind in Switzerland’s Upper Engadine Valley northeast of the 
Maloja Pass and the Ora del Garda in the Adige (in German, Etsch) Valley near Trento, Italy, are both 
known to blow down-valley during daytime.  
 
The Maloja wind was investigated in a modeling study by Gross (1984, 1985), who also focused on the 
development of a narrow, elongated cloud (the Maloja Schlange, English: Maloja snake) that sometimes 
forms in conjunction with the wind and stretches northeastward from the pass. The anomalous Maloja wind 
is an up-valley wind from the Bergell Valley to the southwest of the pass that intrudes into the Upper 
Engadine Valley as a down-valley wind. The explanation for the anomalous wind is the peculiar 
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topography in the Maloja Pass region, where the Bergell ridgelines extend beyond the pass into the Upper 
Engadine Valley. 
 
The outflow of the Ora del Garda in the Adige Valley during the early afternoon appears as an “abnormal 
flow development” (Wagner 1938) over a whole segment of the valley including the city of Trento. There, 
the wind near the surface flows down-valley for the whole afternoon, rather than blowing up-valley as 
expected. The down-valley flow is caused by the spillover into the Adige Valley of relatively cold air 
through an elevated saddle from the upper Valle dei Laghi, which joins the Adige Valley just up-valley 
from Trento (Figure 11). In the late morning a lake breeze develops at Lake Garda at the southern inlet of 
the Valle dei Laghi. The cold lake air is carried up-valley and over the elevated saddle. The airflow blowing 
down from this saddle onto the Adige valley floor in the early afternoon on fair weather days brings 
potentially cooler air, which then flows underneath the up-valley wind blowing at that time in the Adige 
Valley. The flow splits into an up-valley ground-level flow north of the junction and a down-valley flow 
south of the junction. Earlier researchers, relying only on surface observations, could not explain the 
phenomenon. Subsequent field campaigns (reported in Wagner 1938) and recent ones (de Franceschi et al. 
2002) identified the vertical structure of the valley atmosphere and demonstrated that the flows are 
compatible with known dynamics. 
 
In recent years, other cases of anomalous winds have been observed and explained. In most cases the 
aberrant winds are produced by a large source of cold or warm air at one end of the valley or the other. For 
example, nighttime down-valley winds often fail to reverse during daytime in winter when the valleys are 
covered with snow (Emeis et al. 2007; Schicker and Seibert 2009). Austria's Inn Valley (Whiteman 1990) 
and Germany's Loisach Valley (Whiteman 2000) are examples. Similarly, valleys with large sources of cold 
air at their lower end (e.g., an ocean or a long lake) can have up-valley winds that fail to reverse at night. 
The strong and continuous cold air advection can cause the valley atmosphere to remain stably stratified 
during daytime with only weak development of a shallow convective boundary layer at the valley floor. 
Examples of valleys exhibiting this behavior include Chile's Elqui Valley (Kalthoff et al. 2002; Khodayar et 
al. 2008), which ends at the Pacific Ocean, and California's San Joaquin Valley (Zhong et al. 2004; Bianco 
et al. 2011). Up-valley flows in the San Joaquin Valley are also promoted by a large source of warm air in a 
desert area at its upper end. 
 
Anomalous nighttime up-valley and daytime down-valley winds occur at several sites along the Colorado 
River upstream of the Grand Canyon (Whiteman et al. 1999a). The valley floor in this area is a series of 
basins connected by narrow canyons. The anomalous winds represent flows that converge at the lower ends 
of the basins during nighttime and diverge out at the upper ends of the basins during daytime. Another 
anomaly can be observed in the Marble Canyon area north of the Grand Canyon where nighttime winds 
flow up-valley. This has been attributed to the presence of a major geological formation that tilts downward 
in the up-valley direction (Whiteman et al. 1999a). 
 
4. Phases of and interactions between the slope and valley winds 
 
The evolution of the coupled slope and valley systems during a typical day progresses through four distinct 
phases, described below.  
 
4.1. Daytime phase 
 
This phase typically begins in mid to late morning, after the nighttime valley temperature inversion has 
been removed by daytime heating. The air in the valley is warmer than over the adjacent plain, producing a 
lower pressure in the valley than over the plain, and the resulting horizontal pressure gradient causes air to 
flow up the valley axis (Figure 8, upper panel).  
 
Once the nocturnal temperature inversion is destroyed, convection from the heated valley surfaces extends 
above the valley ridges. Vertical mixing associated with the convection couples the flow in the valley to the 
background or synoptic-scale flows aloft. The pressure gradients producing these flows are superimposed 
on the local, thermally produced pressure gradient within the valley. Winds within the valley can be 
affected by this coupling, although the background flows are generally channeled along the valley axis. It is 
typical, in fact, that wind speeds, both in a valley and over a plain, increase in the afternoon due to the 
coupling with the usually stronger winds aloft (Whiteman 2000). 
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Maintenance of the daytime up-valley flow requires that temperatures in the valley cross-section be greater 
than at the same level over the adjacent plain (or at the same altitude farther down the valley). The TAF 
contributes to additional heating in the valley, as solar radiation coming across the top of the valley at 
ridgetop level, once converted to sensible heat flux at the valley floor and sidewalls, overheats the air in the 
valley relative to the adjacent plain because of the smaller volume in the valley. Radiative processes are 
also more effective within the valley than over the surrounding plain because the valley air mass is partially 
enclosed by radiating surfaces. In addition, advective heat transfer to the valley atmosphere is more 
effective than the convective heat transfer to the same elevation over the lower-altitude plain, again due to 
the smaller volume of air to be heated. The extra heating in the valley invigorates the convection from the 
valley after the inversion is destroyed, but this effect decreases as the mixed layer grows deeper above the 
ridges. 
 
4.2. Evening transition phase 
 
The surface energy budget reverses above valley surfaces when outgoing longwave radiation first exceeds 
incoming shortwave radiation. This usually occurs initially in late afternoon in areas of the valley that are 
shadowed by terrain. With this energy budget reversal, the ground begins to cool and a downward turbulent 
sensible heat flux begins to remove heat from a layer of air above the surface. A shallow layer of cooled air 
thus forms over the sidewalls and floor of the valley. Over the slopes, the air in this layer becomes 
negatively buoyant compared to the air adjacent to the slope, and begins to move down the slope. The 
downslope flows converge onto the valley floor or, after a temperature inversion forms on the valley floor, 
into the elevated portion of the inversion. Rising motions over the valley center that compensate for 
downslope flows on the sidewalls produce upward cold air advection that cools the entire valley cross-
section (Whiteman 2000; Fast and Darby 2004; Brazel et al. 2005). Other processes play a role, including 
radiative transfer and the continuing cold air advection associated with the daytime up-valley flow. Up-
valley winds continue to blow for several hours after the energy budget reversal because of inertial effects 
and because it takes some time for the cooling over the valley slopes to be transferred to the entire valley 
volume through compensatory rising motions and other processes. The temporary post-sunset continuance 
of the up-valley flow generates shear that increases turbulent sensible heat flux in the surface layer 
(Kuwagata and Kimura 1995, 1997; de Franceschi et al. 2002, 2009; de Franceschi 2004). Once the air in 
the valley cross-section becomes colder than the air over the adjacent plain, the pressure gradient reverses 
and the winds reverse from up-valley to down-valley. The reversal occurs first in the ground-based stable 
layer (temperature inversion) that forms on the valley floor. The stable layer containing down-valley winds 
grows rapidly in depth in the early evening, causing the down-valley winds to increase in strength and 
depth. The rate of growth of the inversion gradually decreases as it fills the valley (Whiteman 1986) and the 
cooling rate decreases exponentially for the remainder of the night. The bulk of the total nighttime cooling 
occurs in the first few hours following sunset (De Wekker and Whiteman 2006). The residual air layer, 
previously flowing up-valley, is then lifted above the growing stable layer. This up-valley flow gradually 
decreases in strength until it is overcome by background flows above the valley, which are often channeled 
along the valley axis. 
 
During the evening transition period the downslope flows that defined the beginning of the period gradually 
decay as a strong stable layer builds up within the valley and as down-valley flows in the stable layer 
expand to fill the valley volume. The downslope flows on the valley sidewalls within the growing stable 
layer respond to the increasing ambient stability by decreasing their strength. They continue on the upper 
sidewalls of the valley above the growing stable layer, but leave the sidewall and converge into the main 
valley volume once encountering the growing stable layer (cf. Catalano and Cenedese 2010).  
 
During the period of weakening up-valley flow and reversal to down-valley flow, strong radiative cooling 
along the uneven valley floor and slopes results in the formation of shallow cold air layers, that 
preferentially fill low spots on the valley floor and extend up the sidewalls. These near-surface stable layers 
decouple the surface from the flow aloft. During this period of light and variable winds the surface-based 
temperature inversion often strengthens (Fast and Darby 2004). The formation of the shallow cold air layer 
on the floor and sidewalls tends to decouple the valley winds (whether up- or down-valley) from the 
friction of the earth's surface. Sometimes, an acceleration in valley wind caused by this decoupling 
increases the shear across the shallow layers and briefly mixes them out, producing transient evening 
temperature rises at the valley floor or on the slopes (Whiteman et al. 2009). Oscillations may be generated 
in the valley and slope winds if the cold air layer repeatedly reforms and decays. 
 
4.3. Nighttime phase 



 28 

 
The beginning of the nighttime phase is hard to define because it is tied to the gradual buildup of a stable 
layer containing down-valley winds rather than to a discrete event. Typically, in clear undisturbed 
conditions the nighttime phase starts sometime during the period from several hours after sunset until about 
midnight.  
 
The main characteristic of the nighttime phase is the predominance of down-valley flows throughout the 
valley volume. The maintenance of the down-valley wind requires that the atmospheric cross-section 
continues to cool relative to the adjacent plain. Because the downslope flows become weaker and shallower 
during the latter part of the evening transition phase and are more and more affected by (i.e., turned into the 
direction of) the down-valley flows (Whiteman and Zhong 2008) the importance of compensatory rising 
motions over the valley center to this cooling is reduced. Instead, horizontal and vertical shears at the valley 
surfaces produced by the increasing strength of the down-valley flow throughout the cross-section become 
increasingly responsible for turbulent transport of heat toward the radiatively cooling surfaces and the 
continued cooling of the valley cross-section. 
 
The pressure gradient that drives the valley flow is at a maximum at the valley floor. The vertical wind 
profile, however, takes a jet-like shape with the wind maximum displaced 10s to 100s of meters above the 
floor. The wind speed is reduced at the surface by friction (Khodayar et al. 2008), and the winds above the 
jet gradually give way to the gradient flow above (Zhong et al. 2004). Wind profiles on a horizontal valley 
cross-section also show a jet-like shape with the peak wind over the valley center where the frictional 
influence of the sidewalls is minimized. The nighttime down-valley wind current is thus sometimes called a 
down-valley jet (DVJ), and vertical and horizontal cross-sections through the current in a deep valley can be 
described in terms of Prandtl's well-known mathematical expression and a parabolic profile, respectively 
(Clements et al. 1989; Coulter and Gudiksen 1995; Fast and Darby 2004). Because the peak winds 
generally occur over the valley center, measurements taken at one location on a valley cross-section may be 
not representative of the overall wind structure (King 1989). The establishment of the DVJ is sometimes 
associated with abrupt warming at low levels as a result of downward mixing and vertical transport of 
warm air from the inversion layer above (Pinto et al. 2006). Time-periodic phenomena, such as pulses in 
the strength of the DVJ (possibly contributing to vertical transport by creating localized areas of low-level 
convergence) as well as gravity waves and Kelvin–Helmholtz waves, which facilitate vertical mixing near 
the surface and atop the DVJ, are commonly observed. These are reflected in the spectra of velocity and 
temperature fluctuations (Stone and Hoard 1989). Typical periods of these oscillations are around 20 min 
(Porch et al. 1991). 
 
Nocturnal drainage flow along the valley floor displays very irregular behavior, its structure being strongly 
determined by the local orography (Trachte et al. 2010). Experimental evidence confirms the intuitive idea 
that drainage winds “slide” along the ground and strongly adhere to its shape (Clements et al. 1989; 
Eckman 1998; Fiedler et al. 2000; Haiden and Whiteman 2005). The down-valley flow sloshes toward the 
outside of valley bends due to inertial forces (Sakiyama 1990). 
 
4.4. Morning transition phase 
 
The morning transition begins shortly after sunrise, when incoming solar radiation exceeds longwave 
radiation loss and the surface energy budget reverses on the sidewalls. The end of the morning transition is 
marked by the break-up of the ground-based inversion that fills the valley at night. Inversions break up 
occurs in a fundamentally different way in valleys (Whiteman 2000) than over plains (Stull 1988). Whereas 
the plains atmosphere is heated primarily by the upward growth of an unstable or convective boundary 
layer, heating of the valley atmosphere results not only from the (limited) growth of an unstable boundary 
layer (cf. Weigel et al. 2007), but also from subsiding motions in the valley core that compensate for 
upslope flows on the sidewalls.  
 
After sunrise, as the slopes and valley floor are illuminated by the sun, the surface energy budget reverses, 
and heat is transferred upward from the surface to an initially shallow but progressively growing layer of air 
above the heated surfaces. The layer of warming air over the sidewalls is on an inclined surface. Air at any 
point within this layer is warmer than the air outside the layer at the same height, resulting in an upslope 
flow. Differences in insolation on slopes – due to slope exposure, shadows, ground cover, etc. – cause the 
incipient upslope flows to be somewhat intermittent and inhomogeneous. Convection above the heated 
slopes and valley floor entrains air from the elevated remnant of the nocturnal inversion ("stable core") into 
the upslope flow, which carries it to the valley ridgelines and vents it into the free atmosphere. During this 
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process, some horizontal transport of mass and heat can contribute to the heating of the valley atmosphere, 
especially when mid-level stable layers are encountered, or when topography projects into the valley 
atmosphere. The transport of heated air up the sidewalls is compensated by sinking of the stable core over 
the valley center. Because the stable core is statically stable, subsidence causes downward advection of 
potentially warmer air, heating the atmosphere over the valley center, and eventually causing the valley 
atmosphere to become warmer than the air over the plain. The resulting horizontal pressure difference 
between the valley atmosphere and the atmosphere over the adjacent plain initiates an up-valley flow.  
 
The break-up of nocturnal inversions in valleys was investigated in western Colorado valleys by Whiteman 
(1982), resulting in a conceptual model and a simple thermodynamic model (Whiteman and McKee 1982), 
and by Brehm and Freytag (1982) in the Alps. Break-up requires that a valley be warmed from its initial 
inversion temperature profile to a neutral profile having the potential temperature of the inversion top at 
sunrise. The two main processes accomplishing the breakup are the warming associated with convective 
boundary layer growth upward from the heated ground and the warming caused by subsidence that 
compensates for mass removal from the valley atmosphere by upslope flows. The warming can be 
amplified by valley geometry as explained by the TAF principle. The time required to destroy the Colorado 
inversions depended on inversion strength at sunrise and the rate of input of sensible heat from the valley 
surfaces after sunrise, which varies with season and snow cover. The Colorado valley inversions typically 
broke up within 3 to 5 hours after sunrise. Bader and McKee (1983), in a numerical model study, found that 
a third mechanism, horizontal heat transfer from the sidewalls, could also heat the valley atmosphere and 
contribute to inversion breakup. This process is particularly effective in the short period of time between 
sunrise and the time when upslope flows extend continuously up the sidewalls. Upslope flows may detach 
from the slopes and intrude horizontally into the valley atmosphere at elevations where sub-layers of high 
stability occur within the stable core (Harnisch et al. 2009). Eckman (1998) and Rampanelli et al. (2004) 
performed simulations in idealized valleys to investigate along-valley aspects of the inversion breakup. 
They found that if the plain and the valley floor are perfectly horizontal, effects of valley-plain contrasts 
concentrate in a region close to the mouth of the valley and weaken with distance up the valley. 
Accordingly, the valley winds develop only in a limited region upstream and downstream of the mouth of 
the valley. However, when the valley floor is even weakly inclined, buoyancy effects can drive valley 
winds farther up the valley (Rampanelli et al. 2004). By modifying Whiteman and McKee's thermodynamic 
model of valley inversion breakup, Zoumakis and Efstathiou (2006a, b) focused on the relative partitioning 
of energy into convective boundary layer growth and subsidence warming, but without considering 
horizontal heat transfer. The occurrence of warm or cold air advection over the valley during the inversion 
breakup period can change the heating requirement (Whiteman 1982; Whiteman and McKee 1982). Warm 
air advection increases the time required to destroy the inversion, while cold air advection has the opposite 
effect. Further, cold air advection within the valley atmosphere increases the heating requirement, and thus 
the time required to break the inversion. 
 
The warming effect of compensatory sinking motions decreases in wider valleys (Serafin and Zardi 2010b) 
and simulations show that compensatory sinking plays only a small role in inversion breakup if the valley's 
width to depth ratio exceeds about 24 (Bader and McKee 1985). Inversions take longer to break up in 
wintertime and in deep valleys (Whiteman 1982; Kelly 1988; Colette et al. 2003). The asymmetric 
distribution of surface sensible heat flux between the opposing sidewalls of a valley may result in a 
nonuniform inversion breakup (Urfer-Henneberger 1970; Kelly 1988; Ramanathan and Srinivasan 1998; 
Anquetin et al. 1998; Matzinger et al. 2003; Whiteman et al. 2004b). Gravity waves and horizontal mixing 
within the stable layer effectively redistribute warm air and reduce temperature differences due to 
differential sidewall heating (Bader and McKee 1983). Cross-valley flows may develop and be 
superimposed on the valley circulations when sensible heat fluxes differ greatly on the opposing sidewalls 
of a valley (Gleeson 1951; Bader and Whiteman 1989; Atkinson 1995).  
 
Especially in narrow valleys, the stable core inhibits the growth of a convective boundary layer above the 
valley floor and sidewalls and delays the development of deep convection (Furger et al. 2000; Bischoff-
Gauß et al. 2006; Chemel and Chollet 2006). Indeed, convective boundary layers over a valley floor are 
typically not as deep as over an adjacent plain (Dosio et al. 2001; de Franceschi et al. 2003; Rampanelli and 
Zardi 2004; Rampanelli et al. 2004; Weigel and Rotach 2004; Bergström and Juuso 2006; Chemel and 
Chollet 2006; Weigel et al. 2006; Bischoff-Gauß et al. 2008). Convective eddies in the relatively shallow 
convective boundary layer over the valley floor efficiently mix and horizontally homogenize the convective 
boundary layer. It thus exhibits weak cross- and along-valley variability over the valley floor (Zängl et al. 
2001; De Wekker et al. 2005; Chemel and Chollet 2006) unless strong terrain heterogeneities exist 
(Ramanathan and Srinivasan 1998). 
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Switzerland's Riviera Valley (Weigel and Rotach 2004; De Wekker et al. 2005; Weigel et al. 2006) exhibits 
some hitherto unknown meteorological characteristics that are produced by a bend in the valley. During the 
morning transition period inertia causes the up-valley flow that enters the valley from the Magadino plain to 
drift toward the outside of a bend at the lower end of the valley and develop a cross-valley wind 
component. This produces a cross-valley tilt of the inversion layer and anomalous downslope flows on the 
sunlit western sidewall that transport warm air downward toward the valley floor, stabilizing the valley 
atmosphere. Cold-air advection in the up-valley flow, subsidence of warm air from the free atmosphere 
aloft (compensating for up-slope flows), and curvature-induced secondary circulations in the southern half 
of the valley produce a tendency for the valley atmosphere to remain rather stable all day, although a 
shallow convective boundary layer does grows slowly upward from the valley floor during daytime. The 
valley circulation thus has a prolonged morning transition phase, rather than a daytime phase. Other 
investigators (Cox 2005; Bergström and Juuso 2006; Bischoff-Gauß et al. 2006) have also reported valleys 
that maintain persistent stable layers during daytime up-valley flows. A common characteristic of several 
such valleys is a large source of cold air at the valley mouth, such as a long lake or an ocean. During 
daytime, a stable stratification and negative sensible heat fluxes can be maintained over lake and ocean 
surfaces while the nearby land surfaces maintain strong positive fluxes (McGowan and Sturman 1996; 
Bischoff-Gauß et al. 2006). These cases provides examples of another mechanism by which cold air can be 
advected continuously up the valley, reducing temperatures, maintaining stability and suppressing CBL 
growth.  
 
5. The mountain-plain wind system 
 
The daytime heating and nighttime cooling contrast between the mountain atmosphere over the outer slopes 
of the mountain massif and the free atmosphere over the surrounding plain produces the horizontal pressure 
differences that drive this wind system. The mountain-plain wind system brings low level air into the 
mountain massif during daytime (the plain-to-mountain wind), with a weak return circulation aloft. During 
nighttime, the circulation reverses, bringing air out of the mountain massif at lower levels (the mountain-to-
plain wind), with a weak return circulation aloft. The daytime circulations are naturally somewhat deeper 
and more energetic than the nighttime circulations because of the larger daytime heat fluxes and the 
correspondingly deeper daytime boundary layer. The reversal of this large-scale wind system is somewhat 
delayed relative to the slope and valley wind systems because of its larger mass.  
 
The mountain-plain circulation is associated with a diurnal pressure oscillation between the mountainous 
region and the adjacent plains (for the Alps, cf. Frei and Davies 1993; for the Rocky Mountains, cf. Li and 
Smith 2010). For the largest mountain, this oscillation can be detected in one or more modes of the 
atmospheric tides observed at global scale (Dai and Wang 2000). 
 
According to Ekhart (1948), the mountain-plain wind system occupies a separate outer layer from the 
valley and slope wind systems (see Figure 1). An alternative way of thinking of the mountain-plain wind 
would be to consider it as encompassing both the slope and valley wind systems, as all three wind systems 
interact to transport mass to and from a mountain massif from its surroundings. 
 
Mountain-plain circulations play a key role in moisture transport and initiation of moist convection (see 
also Chapters 6 and 7) as well as in long-range transport of air pollutants and their precursors (see also 
Chapter 5). Convergence of the daytime flows over the mountains produces afternoon clouds and air mass 
thunderstorms, and the divergent nighttime sinking motions produce late afternoon and evening clearing. 
Pollutants associated with population centers on the plains adjacent to mountains are carried toward the 
mountains during daytime, where they are transported vertically to higher altitudes (Henne et al. 2005).  
 
Due to the large spatial extent of mountain-plain circulations, their basic features can be monitored by 
conventional networks of surface and upper air observing stations (Kalthoff et al. 2002; Lugauer and 
Winkler 2005; Henne et al. 2005, 2008; Taylor et al. 2005; Steinacker et al. 2006; Bica et al. 2007; Li et al. 
2009). Mountain-plain flows are generally weak, usually below 2 m s-1, with much lower speeds in the 
broader and often deeper return flows aloft, and can easily be overpowered by prevailing large scale flows. 
The mountain-plain circulation is diurnal, with its evolution occurring in phases (Bossert and Cotton 1994a, 
b) and may be influenced by large-scale conditions (Lugauer and Winkler 2005). The characteristic weather 
associated with the plain-to-mountain circulation depends on the moisture levels in the surroundings. 
Where dry air masses are present, such as in the Colorado Plateau (Bossert et al. 1989; Bossert and Cotton 
1994a, b), the circulations are marked by strong winds, low cloudiness, and isolated thunderstorms. Where 
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the mountains are surrounded by oceans or other sources of low-level moisture, as in Western Sumatra 
(Sasaki et al. 2004; Wu et al. 2009) or the Alps (Ekhart 1948; Weissmann et al. 2005), the daytime rising 
motions transport moisture to higher levels of the atmosphere and produce widespread clouds and 
precipitation. In some cases mountain-plain circulations also interact with sea breezes (Taylor et al. 2005; 
Hughes et al. 2007). 
 
Persistent temperature differences between the mountain atmosphere and the surroundings occur seasonally 
in some mountain ranges. Seasonal thermal contrasts are the primary driver of monsoonal circulation, that 
bring cold air out the mountain massif during winter and into the mountain massif during summer. These 
large-scale seasonal circulations are a type of mountain-plain circulation, often with diurnal oscillations of 
wind strength superimposed on them. The initiation of the summer monsoon caused by the heating of the 
mountain atmosphere in spring is responsible for the initiation, for example, of the Himalayan Monsoon 
(Barros and Lang 2003) and the variously named North American, Southwest, Mexican or Arizona 
Monsoon that affects the southwestern United States (Higgins et al. 2006). 
 
The remainder of this section will discuss mountain-plain circulations that develop around the east-west 
oriented Alps and around the north-south oriented Rocky Mountains of North America. The mountain-plain 
system develops regardless of the orientation of a mountain range. The mountain-plain circulations that 
develop between plains and elevated basins or plateaus are discussed in section 2.6. 
 
5.1. Mountain-plain winds in the Alps 
 
The theory of diurnally reversing mountain wind circulations published by Prof. A. Wagner (1932, 1938) 
included a postulated "equalizing flow" between the plains and mountains. The evidence for these flows 
was collected by Wagner and his students, most notably E. Ekhart and A. Burger. Burger and Ekhart (1937) 
analyzed summer wind data obtained by the optical tracking of pilot balloons released twice-daily from 20 
stations located in and around the Alps to find that a daytime circulation brought air into the Alps from the 
surrounding plains, with a weak compensation current ("Ausgleichströmung"), or return circulation, aloft. 
The thermal origin of this phenomenon and the associated horizontal pressure differences that drive the 
mountain-plain circulation were investigated further by Ekhart (1948). In recent years new analysis tools 
such as the Vienna Enhanced Resolution Analysis (VERA; Steinacker et al. 2006; Bica et al. 2007) have 
been used with the dense network of surface stations in the Alps to provide additional information on the 
thermal forcing of mountain-plain circulations. 
 
New information on the Alpine mountain-plain circulation has come from a research program called 
Vertikaler Austausch und Orographie (VERTIKATOR, or Vertical Exchange and Orography), which 
supported a major field experiment in July 2002 on the north side of the Alps in the Bavarian foreland 
(Lugauer et al. 2003). On summer days radiative heating of the Alps produces a horizontal transport of air 
from the foreland into the Alps, and a vertical transport from the boundary layer into the free troposphere 
above the mountains. The daily vertical transport of air and moisture over the Alps by the mountain-plain 
circulation has been termed “Alpine pumping” (Lugauer et al. 2003). Climatological investigations, using 
the extensive network of surface stations in the Alpine foreland, have provided additional information on 
the spatial and temporal extent of the circulation (Lugauer and Winkler 2005; Winkler et al. 2006). The 
circulation is strongest on days when background upper-air flows are weak and when daily incoming solar 
radiation exceeds about 20 MJ m-2. Because incoming radiation is strongest in summer, the flows are most 
common and best developed between April and September. The diurnally reversing mountain-plain 
circulation extends approximately 100 km north of the Alps to the Danube River. The low-level flow 
coming into the Alps during daytime, with speeds generally less than 2 m s-1, extends gradually farther into 
the plains during daytime and extends vertically to reach about 1-2 km depths at the edge of the Alps by 
mid-afternoon. Rising motions over the Alps produce cloudiness and precipitation, while the descending 
return branch of the circulation suppresses convective cloud formation north of the Alps. An intensive 
VERTIKATOR field study on 12 July 2002 used an airborne Doppler lidar, a wind-temperature radar, 
dropsondes, and rawinsondes to gain additional information on the daytime circulation (Weissmann et al. 
2005). Vertical velocities in the rising branch of the circulation were on the order of 0.05 to 0.10 m s-1. 
Despite its large scale, the plain-to-mountain circulation responded readily to local geographical and 
dynamic features. High-resolution simulations with numerical models were able to reproduce the general 
flow structure and, when combined with vertical motion data from the lidar, were able to estimate the 
daytime mass fluxes into the Alps (Weissmann et al. 2005).  
 
5.2. Mountain-plain winds in the Rocky Mountains 
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A robust mountain-plain circulation, forced by the diurnal cycle of solar heating and longwave cooling, is a 
key feature of flows around the Rocky Mountains (Reiter and Tang 1984). The circulation is strongest on 
clear days and nights, when background synoptic-scale flows are weak. These conditions occur most 
frequently in summer and fall. The diurnal geopotential height differences between the Rocky Mountains 
and the surrounding plains, and the resulting near-surface diurnal inflows and outflows, cause moisture 
convergence and divergence (Reiter and Tang 1984). The daytime convergence over the mountain crests 
produces afternoon thunderstorms and affects precipitation patterns. The nighttime divergence causes 
sinking motions over the mountains that tend to reduce cloudiness and precipitation. The inflow and 
outflow cycle can be detected in wind observations at mountaintop locations, with inflows and outflows at 
speeds of several meters per second (Bossert et al. 1989). Transition periods tend to be long. The transition 
from the daytime inflow to nighttime outflow occurs from 1900 to 0200 MST, the outflow to inflow 
transition takes place from 0600 to 1100 MST. The transition from inflow to outflow is much faster on 
highly convective days when evaporation of precipitation cools the heated boundary layer over the 
mountains.  
 
Harmonic analysis of summer wind data from the network of radar wind profilers in the central United 
States shows that diurnal circulations extend up to 1200 km eastward from the Rocky Mountains over the 
gently sloping Great Plains to the Mississippi River (Whiteman and Bian 1998). The strongest mountain-
plain flows occur in the lowest kilometer of the atmosphere where speeds, as averaged over the 100-m 
range gates of the radars, reach up to 3.5 m s-1 just east of the mountains. The return flow aloft is distributed 
through a layer extending above the highest mountains (~4000 m) at speeds of a few tenths of a meter per 
second. The mountain-plain circulation decays with distance from the mountains.  
 
Much of the research on the mountain-plain circulation has focused on the extensive plains to the east of the 
Rocky Mountains, where observational networks are fairly dense, but the wind system also is present on the 
western slopes of the Rockies and on the periphery of the mountain massif (Reiter and Tang 1984).  
 
6. Diurnal wind systems in basins and over plateaus 
 
Basins and plateaus, common landforms in many parts of the world, influence atmospheric motions on a 
variety of scales, from tens of meters to thousands of kilometers. Basins are hollows or depressions in the 
earth's surface, wholly or partly surrounded by higher land. An example of a basin that is only partly 
surrounded by mountains is the Los Angeles basin (Lu and Turco 1995), which is open to the Pacific Ocean 
on its western side. Closed basins with level unbroken ridgetops are rarely encountered. Plateaus are 
elevated, comparatively level expanses of land. Large plateaus include the Tibetan Plateau and the Bolivian 
Altiplano. A plateau partially or completely surrounded by mountains can also be referred to as an elevated 
basin. 
 
Diurnal wind systems in basins and over plateaus are driven by horizontal pressure gradients that develop 
between the atmosphere within or over the topography and the free atmosphere of its surroundings. Basins 
and plateaus experience diurnal slope and mountain-plain wind systems but, if there is no well-defined 
channel, they lack a valley wind system. The large-scale mountain-plain wind system that carries air 
between an elevated basin and the surrounding plains is called a basin-plain wind. The daytime branch is 
the plain-to-basin wind and the nighttime branch is the basin-to-plain wind (Kimura and Kuwagata 1993). 
Similarly, the mountain-plain wind system over a plateau is called a plateau-plain wind. The daytime 
branch is the plain-to-plateau wind and the nighttime branch is the plateau-to-plain wind (Mannouji 1982). 
 
6.1. Diurnal wind systems in basins 
 
Meteorological experiments have been conducted in basins all around the world, including the Aizu (Kondo 
et al. 1989) and Ina Basins (Kimura and Kuwagata 1993) and a small frost hollow (Iijima and Shinoda 
2000) in Japan, the McKenzie Lake basin (Kossmann et al. 2002; Zawar-Reza et al. 2004; Zawar-Reza and 
Sturman 2006a, b) in New Zealand, the Grünloch (Pospichal 2004; Whiteman et al. 2004a, b, c; Steinacker 
et al. 2007) and Danube Valley (Zängl 2005) basins in Austria, other small Alpine basins or dolines 
(Vertacnik et al. 2007), the Duero Basin in Spain (Cuxart 2008); a basin on the island of Majorca (Cuxart et 
al. 2007; Martínez 2011), in the Columbia (Whiteman et al. 2001; Zhong et al. 2001) and Colorado Plateaus 
basins (Whiteman et al. 1999b) of the western United States, and in Colorado’s Sinbad Basin (Whiteman et 
al. 1996; Fast et al. 1996), Utah's Peter Sinks basin (Clements et al. 2003), and Arizona's Meteor Crater 
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(Savage et al. 2008; Whiteman et al. 2008; Yao and Zhong 2009; Fritts et al. 2010; Lehner et al. 2010; 
Whiteman et al. 2010; Haiden et al. 2011). 
 
Slope winds are a feature of basin meteorology, just as they are for valley and plateau meteorology. Basins, 
however, if surrounded by mountains, have no equivalent to the valley wind. The absence of this wind 
system is responsible for the unusually cold nighttime minimum temperatures often experienced in basins. 
The low nighttime temperature minima (see examples in Table 2) can be explained by contrasting the 
situation in a closed basin to that in a valley. Air in a valley at night, once it becomes colder than air at the 
same level over the plains, begins to flow down the valley axis and is replaced by air that sinks into the 
valley from above. The air that sinks into the valley is statically stable and also warms adiabatically as it 
sinks, so that it is warmer than the air it is replacing. The down-valley flow thus causes a continuous import 
of warm air into a valley from aloft, reducing the potential for cold nighttime minima. Basins, in contrast, 
trap air in place and cool it continuously throughout the night. Extremes of minimum temperature are 
attained by radiative cooling on clear, dry, winter nights following synoptic incursions of cold air masses 
into a region. Cooling is increased on long winter nights and can be especially strong if a fresh cover of 
new snow insulates the basin air from ground heat fluxes. When winds aloft are weak, buoyancy forces 
tend to cause isentropes to become horizontal within the inversion in a confined basin. Thus, temperature 
measurements on the sidewalls become good proxies for free air temperatures over the basin center, 
allowing temperature 'soundings' to be made from surface-based instruments (Whiteman et al. 2004a). 
 
Nocturnal cooling is often confined within a basin during the night, although in shallow basins the cooling 
may extend above the ridgeline and produce basin-to-plain outflows over the lower passes (Pospichal et al. 
2003). Because TAF causes additional cooling in basins compared to the surrounding plains, a temperature 
jump may develop at night above the basin between the air cooled within the basin and the still-warm free 
atmosphere above (see e.g. Clements et al. 2003). 
 
6.1.1 The diurnal cycle in basins 
 
In fair weather conditions, undisturbed by clouds or background flows, the diurnal temperature structure in 
basins evolves similarly from day to day. During daytime, the basin atmosphere becomes well mixed, with 
a neutral temperature profile. In late afternoon, as shadows are cast on the sidewalls, the net longwave loss 
exceeds the net solar input, and the local energy budget reverses, with downward turbulent sensible heat 
flux removing heat from a shallow air layer above the slopes. As the shadows progress, the energy budget 
reverses over more and more of the surface area of the basin and downslope flows begin as cold air layers 
form over the slopes. 
 
A common misperception, which arises by making an analogy between air and water, is that the nighttime 
cooling of the basin air mass is produced solely by the convergence of downslope flows onto the basin floor 
and the cooling induced by compensatory rising motions over the basin center. If this were the case, a series 
of soundings of the basin atmosphere would show the continuous rising of the top of a temperature 
inversion as the cold pool became deeper and deeper. In fact, as a layer of cold air builds up on the floor of 
a basin, the downslope flows no longer have the temperature deficit to reach all the way to the basin floor, 
and they converge near the top of the growing inversion layer. Observations show that much of the cooling 
in a basin takes place continuously throughout the basin’s full depth, and this cooling continues throughout 
the night, even after the downslope flows slow and die as the ambient stability builds up within the basin. 
The radiative and sensible heat flux divergences that produce the cooling responsible for inversion buildup 
over flat plains, where no downslope flows are involved, also play a major role in basins. De Wekker and 
Whiteman (2006) have compared the cooling rates of valley, plain and basin atmospheres and have found 
that basin atmospheres cool more rapidly than those over plains or valleys. This is, no doubt, due to the 
TAF, the sheltering of the basin from background winds by surrounding terrain (Vosper and Brown 2008), 
the divergence of heat from the confined volume, and the exclusion of diurnal valley flows (which advect 
warm air into valleys from above and thus reduce their cooling rates). The mechanisms by which the basin 
atmosphere cools have been discussed by Magono et al. (1982), Maki et al. (1986), Maki and Harimaya 
(1988), Neff and King (1989), Kondo and Okusa (1990), and Vrhovec (1991). The cooling rates of basin 
(and valley) atmospheres usually decrease during the night, but the relative roles of turbulent and radiative 
flux divergences and advection are still unresolved. Cooling rates in basins and valleys can be reduced by 
cloudiness or when heat is released at the ground with the formation of dew or frost (Whiteman et al. 2007). 
 
Nighttime temperature inversions in basins break up after sunrise (Triantafyllou et al. 1995; Whiteman et 
al. 2004b) following the same patterns that have been observed in valleys. The warming of the basin 
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atmosphere and the ultimate destruction of the nocturnal inversion is accomplished by convective currents 
from the heated floor and sidewalls, the transport of mass from the basin by advection in upslope flows 
over the sidewalls, and warming due to subsiding motions over the basin center that compensate for mass 
carried up the sidewalls. Subsiding motions are weaker in wider basins. Cross-basin asymmetries in the 
warming and in the convective boundary layer and wind structure can occur because of shadows cast into 
the basin by the surrounding terrain and by spatial variations in the receipt of solar radiation on sloping 
surfaces of different aspect (Hoch and Whiteman 2010). Cross-basin differences in insolation produce 
cross-valley temperature and pressure differences that produce cross-basin flows toward the warmer 
sidewall (Lehner et al. 2010). Inversions in small basins in Austria and the Western US, despite their great 
strength, break up somewhat earlier than inversions in western U.S. valleys (Whiteman et al. 2004b). 
 
The daytime cycle of warming often extends high above a basin, because of strong daytime sensible heat 
fluxes and convection. The horizontal pressure gradients between the air over the basin and the air over the 
surrounding plain produce a plain-to-basin pressure gradient during daytime. In large basins the inflows are 
delayed by upslope circulation cells from inside and outside the basin that become anchored to the ridgeline 
surrounding the basin. This mechanism is explained further in the plateaus section below. A modeling study 
by De Wekker et al. (1998) shows that flows into an idealized basin (one with consistent ridge height) come 
over the basin ridgetop when horizontal pressure differences are present above the ridgeline, but the 
pressure gradient between air confined inside the basin and air outside the basin at the same height plays no 
role in initiating or maintaining the plain-basin flow unless there are gaps in the ridgeline. 
 
Temperature inversions in basins often develop quite regularly on undisturbed nights, but there are a variety 
of perturbations that can occur in their development under disturbed conditions. A typical time series of 
temperature measurements at different heights on the sidewalls of the 150-m deep Gruenloch Basin are 
shown in Fig. 12 for a period of four consecutive winter days following new snow on 30 November. The 
night of 1-2 December was a typical undisturbed night with clear skies and weak background winds. On 
disturbed nights, temperature inversions in this basin exhibit a variety of disturbances to the normal 
evolution of temperature structure, as shown in Fig. 13. These schematic illustrations of selected cold-pool 
disturbances were observed using the same sensors as for Fig. 12, but on disturbed nights in the 9-month 
period from October 2001 to early June 2002. Inversion structure is sensitive to cloudiness, to background 
flows (especially Föhn or strong winds above the basin), turbulent erosion at the top of the cold pool 
(Petkovšek 1992; Rakovec et al. 2002; Zhong et al. 2003), to cold-air intrusions coming over the basin 
ridgeline (Whiteman et al. 2010; Haiden et al. 2010) and to variations in the surface energy budget. A 
numerical modeling study by Zängl (2003) determined the effects of upstream blocking, drainage flows and 
geostrophic pressure gradient on cold-air pool persistence for a basin similar in shape to the Gruenloch 
Basin. 
 
6.1.2 Persistent wintertime inversions in basins 
 
Persistent or multi-day temperature inversions or cold-air pools have generally adverse effects on valley 
and basin populations (Smith et al. 1997). Temperatures remain cold during such events, suppressing the 
normal diurnal temperature range. The strong stability in the inversion causes air pollution and moisture to 
build up from sources within the pool. Poor air quality may persist for days (cf. Cuxart and Jiménez 2011). 
Fog may form and lift to produce stratus. Light rain, snow or drizzle may be produced if clouds persist or 
become thicker, or if they are seeded by higher clouds. Rain or drizzle may freeze when reaching the cold 
ground. Low cloud bases, visibility restrictions in fog, rain, snow or drizzle, and icy runway conditions may 
close airports and cause transportation problems.  
 
Multi-day temperature inversions are primarily a wintertime phenomenon. They are produced when 
incoming energy during daytime is insufficient to remove cold air that has settled into the basin or valley. 
The cold air may form initially through the usual nocturnal inversion formation processes or may be left in 
low-lying terrain following the passage of a cold front. Inversions, whether at the incipient or fully formed 
stages, can be strengthened by differential advection when relatively warm air is advected over the basin or 
can be weakened when cold air is advected over the basin (Whiteman et al. 1999b). The shorter days of 
winter, lower sun angles, and the presence of snow cover are usually responsible for the changes in the 
surface energy budget at the basin floor that reduce the daytime turbulent sensible heat flux and convection 
below that required to break the inversion. Additionally, fog or stratus clouds that form in the cold-air pool 
may reduce insolation and sensible heat flux at the cold pool base. 
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Both the onset and cessation times of persistent cold-air pools are difficult to forecast. Forecast “busts” lead 
to especially large errors in maximum and minimum temperature forecasts. Forecasting the cessation of 
cold-air pools is particularly problematic because the many different processes that can affect breakup 
occur on different scales. Local processes such as evaporation or melting at the basin surface or changes in 
cloud cover within the pool have an effect, as do synoptic-scale warm or cold advection above the pool, 
turbulent erosion at the top of the cold pool, or drag or pressure forces that may be strong enough to push 
the cold pool to one side of a basin, to cause seiches within the pool, or to produce vertical oscillations at 
the top of the cold-air pool. Forecasts of cold pool breakup usually are based on the forecast passage of 
troughs or low-pressure weather systems (cf. Reeves and Stensrud 2009). These passages are accompanied 
by advection of colder air above the pool, destabilizing the cold-air pool, and by stronger winds that may 
assist in breakup. Cold air remnants are likely to persist at the lowest altitudes of a valley or basin even 
when the cold pool is thought to be fully removed. Studies of cold-air pools in the Colorado Plateaus Basin 
show that the final breakup, including any remnants at the lowest elevations, usually occurs in the afternoon 
with assistance from a final burst of convection (Whiteman et al. 1999b). 
 
While most of the research on persistent cold-air pools to date has been on non-cloudy pools, cloudy cold-
air pools sometimes form as moisture builds up within the inversion layer due to evaporation from the 
underlying ground. These pools have a weaker, near-moist-adiabatic stability. This is apparently caused by 
the sinking of cold air produced at cloud top by longwave radiation loss and the resultant overturning and 
vertical mixing between the cloud top and the ground. Because of the weaker stability, air pollutants 
generated inside cloudy cold-air pools will be better mixed in the vertical than for non-cloudy pools. 
 
6.2. Diurnal wind systems over plateaus 
 
Diurnal wind systems over plateaus have received much less research attention than diurnal wind systems 
in valleys and basins. Nonetheless, simulations of idealized plateaus have appeared (Egger 1987; De 
Wekker et al. 1998; Zängl and Chico 2006) and field studies have been conducted on the Mexican Plateau 
(Bossert 1997; Doran et al. 1998; Fast and Zhong 1998; Doran and Zhong 2000; Whiteman et al. 2000), 
especially in connection with air pollution problems (de Foy et al. 2008), in a valley feeding the Himalayan 
Plateau (Egger et al. 2000, 2002; Zängl et al. 2001) and on the Altiplano of Bolivia (Zängl and Egger 2005; 
Egger et al. 2005; Reuder and Egger 2006). 
 
Plateaus provide elevated surfaces on which nighttime cooling and daytime heating can take place. During 
nighttime, air is cooled above the plateau. When the plateau is a tabletop, much of the cold air that forms 
(especially if the tabletop is narrow or has a small area) drains off the plateau sides, leaving only a shallow 
and relatively weak inversion on the plateau. If the plateau is surrounded by mountains the cooling can be 
confined in the elevated basin and produce stronger and deeper inversions than over plateaus with no 
surrounding mountains. During daytime, a convective boundary layer grows above the elevated heating 
surface. The daytime destruction of the nocturnal inversions often involves interactions with flows aloft 
(Banta and Cotton 1981; Banta 1984), which are generally stronger at higher elevations. If there is a weak 
nocturnal inversion on the plateau, the convection is able to grow quickly upwards through the inversion 
and can often reach quite high levels of the atmosphere. The warm air above a plateau can be advected off 
the plateau into the surrounding atmosphere if background winds are present. For example, the easterly 
advection of warm air from the South Park plateau in the central Rocky Mountains of Colorado can 
sometimes be detected east of the plateau where it affects the development of afternoon thunderstorms over 
the adjacent plains (Arritt et al. 1992). 
 
An interesting latency occurs in the development of the daytime wind over plateau regions. There is often a 
very late break-in of plain-to-plateau or plain-to-basin winds that occurs in the late afternoon or early 
evening rather than in the late morning when the temperature difference between the air over the plateau 
and its surroundings starts to build up, as illustrated in a conceptual model in Fig. 14 based on observations 
and modeling of the Mexican Plateau (Whiteman et al. 2000). During daytime, convection builds up a deep 
boundary layer above an elevated plateau that is warmer than the air surrounding the plateau. Upslope 
flows form on the outer periphery of the plateau and on the plateau itself, with return circulations aloft. The 
circulation cells converge at the plateau rim or edge, and the convergence anchors the circulation cells there 
during daytime (Bossert and Cotton 1994a, b). The normal tendency of the atmosphere to produce 
circulations to equilibrate temperature differences that develop between the air over the plateau and its 
surroundings is therefore restrained. Cold air can intrude onto the plateau, however, through passes and 
gaps at the plateau edge and through valleys that cut into the plateau (Egger 1987; Doran and Zhong 2000; 
Egger et al. 2000, 2002; Zängl et al. 2001; Zängl and Egger 2005; Egger et al. 2005). Because the 



 36 

circulations are anchored to the plateau edge, a baroclinic zone forms during daytime around the periphery 
of the plateau, where the temperature gradient becomes strong. As the sun starts to set, the slope flows 
weaken, the circulation cell boundaries are no longer anchored to the plateau edge, and a strong flow of 
cold air comes across the baroclinic zone onto the plateau. This sudden break-in of cold air onto the plateau 
from all sides often occurs in early evening, and its progression across the plateau depends on plateau 
width. Model simulations show that gravity waves are an important mechanism that allows the warm air in 
the convective column above the plateau to equilibrate with the surrounding air during the nighttime 
(Whiteman et al. 2000; Zängl and Chico 2006). 
 
As an example, the afternoon or early evening break-in of flows from outside a plateau or elevated basin is 
depicted in the conceptual model of Fig. 15 for the South, Middle and North Park basins of Colorado, as 
based on observations and numerical modeling by Bossert and Cotton (1994a, b) 
 
7. Forecasting 
 
The many practical applications of knowledge concerning diurnal mountain winds were enumerated in the 
introduction to this chapter. Because diurnal mountain winds affect so many aspects of human life and the 
environment, there is a need to make accurate forecasts of diurnal mountain winds. 
 
Forecasting of diurnal mountain winds is, in some respects, relatively simple. Climatological investigations 
have told us much about the regular development and characteristics of diurnal mountain winds. They form 
regularly and reliably under high-pressure synoptic conditions when skies are clear and background winds 
are weak. The underlying topography provides the channels for these flows. Airflows are down the terrain 
(slopes, valleys and mountains) during nighttime and up the terrain during daytime, with lags that 
correspond to the mass of the wind system and the corresponding rate of heat transfer required to reverse it. 
The larger the temperature contrasts that form inside the terrain or between the terrain and the surrounding 
plain, the stronger the flows. Stronger temperature contrasts and stronger flows occur when the diurnal 
cycle of sensible heat flux is strongest, in the summer half-year. Increasing cloudiness and interactions with 
strong flows aloft decrease the temperature and pressure contrasts that drive the wind systems. A decreased 
amplitude of the sensible heat flux or failure of the sensible heat flux to change sign diurnally decreases the 
intensity of the diurnal wind systems or eliminates the diurnal reversal that is their chief characteristic. The 
decreased amplitude could be caused by rain, high soil moisture, increasing cloudiness, or an increased 
albedo due to snow. Changes in climate along a valley can affect the amplitude of temperature contrast 
along a valley's axis, affecting wind system strength. The diurnal wind system is often present, but weaker 
and less regular in its time of reversal, on cloudy and windy days.  
 
The more difficult aspect of forecasting comes with the need to predict wind system strength and 
characteristics for specific locations and at specific times. Present-day operational weather models are 
presently able to provide accurate simulations of general synoptic weather conditions and are now reaching 
the horizontal resolution (1-2 km) necessary to resolve large valleys such as the Inn, Rhine and Rhone 
Valleys of the Alps. These models, however, need further improvements to provide accurate forecasts for 
individual valleys. Horizontal and vertical grid and terrain resolutions should be improved, as well as 
boundary layer and surface property parameterizations. We know that some valleys in a region have 
stronger wind systems than others and that wind systems in some valleys are more susceptible to 
interference from external conditions. The increasingly high resolution attained by numerical research 
models is expected to provide more and more precise indications of the relative strengths of wind systems 
in different valleys under synoptic conditions, or even of different segments of an individual valley. Such 
simulations, however, will need to be evaluated with field data, to verify that the models are performing 
adequately. Some simpler models, such as the German Weather Service's proprietary KLAM_21 drainage 
flow model (Sievers 2005) have proven useful in simulations on a range of scales from an individual 
vineyard to a domain of several 10s of kilometers. A simpler approach (McKee and O'Neal 1989) using 
topographic maps investigates the along-valley variation of TAF (i.e., terrain cross-sections) and may have 
some utility, although the results to date have been mixed. 
 
A number of pattern recognition approaches have been used to determine connections between synoptic-
scale patterns and observed features of local winds in multi-valley target areas where wind and supporting 
data are available (Guardans and Palomino 1995; Weber and Kaufmann 1995; Kaufmann and Weber 1996, 
1998; Kastendeuch and Kaufmann 1997; Weber and Kaufmann 1998; Kaufmann and Whiteman 1999; 
Kastendeuch et al. 2000; Ludwig et al. 2004). In the Basel, Switzerland area, for example, smaller valleys 
in the mountain complex have a high frequency of drainage flows, while larger valleys more often 
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experience interactions with synoptic-scale winds that produce channeled flows. Up-valley flows are 
generally stronger in this valley complex than down-valley flows, and the frequency of days with thermally 
driven flows varies little with season (Weber and Kaufmann 1998). Although the theoretical number of 
possible wind patterns is very large in a complicated terrain area, complex topography tends to constrain 
the observed fields to a small number of typical patterns. Recurrent wind patterns can also be determined by 
means of conditional sampling (Zaremba and Carroll 1999). Such information should prove useful for 
forecasting. 
 
To overcome the inherent complexity and highly resource-demanding dynamical modeling, an alternative 
approach is offered by the increasing performance and flexibility of Geographic Information Systems 
(GIS). The latter can easily represent small-scale local features strongly affecting diurnal flows such as 
topography, land cover, surface budgets, etc. Supported by statistical analysis of long term observations, 
and with an input of ambient conditions from either station networks or large-scale numerical models, they 
can provide a first guess of wind and temperature fields at local scale, as well as a basis for the estimate of 
related quantities such as surface fluxes of heat, water vapor and passive scalars (Carrega 1995; Fast 1995; 
Ciolli et al. 2004; Deng and Stull 2005, 2007; Bertoldi et al. 2006; Schicker and Seibert 2009). 
 
When forecasts are needed for a mountainous region, both real time and climatological data from weather 
stations can be analyzed to get a basic understanding of the strength and timing of the diurnal wind systems. 
Where quantitative data are available, general conceptual models of the phenomena can be used along with 
advice from individuals with local experience. Major federal projects, such as fighting a wildland fire, can 
sometimes justify the on-site assignment of a weather observer/forecaster, who can assist with 
interpretation and provide useful daily feedback on forecast accuracy. 
 
8. Past progress, future objectives 
 
Significant progress has been made in the understanding of diurnal mountain winds since the last AMS 
monograph on mountain meteorology was published (Blumen 1990). Field experiments, both large 
international efforts and single investigator projects, have been conducted taking advantage of new 
instrumentation and data platforms. Modeling of diurnal mountain winds has improved as advances have 
been made in hardware and software and as more detailed field data have become available.  

 
Over the past two decades, field studies and modeling of diurnal mountain winds have worked in tandem. 
This collaboration should continue: field studies provide the data required to evaluate and refine models, 
and modeling work is invaluable in conceptualizing the processes observed in the field. Improvements can 
be expected in both areas. The introduction of higher horizontal and vertical grid and terrain resolution, 
better numerical approaches, more adequate boundary layer parameterizations, better modeling of turbulent 
processes and better handling of non-uniform surface cover and irregular terrain into models will bring 
significant advances to our understanding of mountain and valley atmospheres. The use of remote sensing 
instruments capable of scanning larger target volumes (e.g., De Wekker and Mayor 2009) is expected to 
produce more comprehensive and highly resolved observational data sets, which will allow the proper 
evaluation of increasingly sophisticated models. 
 
In recent years, international cooperation has become a hallmark of research of diurnal mountain winds. 
Yearly international conferences alternating between the AMS Mountain Meteorology Conference and the 
International Conference on Alpine Meteorology, periodic short courses and large, international research 
programs will continue to strengthen international ties.  

 
Future research into diurnal mountain winds will benefit not only from broad cooperation within the global 
mountain meteorology community but also from interdisciplinary cooperation. Researchers in related fields 
– including mathematics, numerical analysis, physics, fluid mechanics, turbulence dynamics, chemistry, 
and hydrology – will contribute to a clearer understanding of the mountain and valley atmosphere. 
 
In the coming decades, an effort must be made to make research findings available to the applications 
community. Weather forecasters, environmental and civil engineers, land use planners, agricultural experts 
and wildland fire managers, among others, would benefit from the knowledge gained and the tools 
developed by basic research. 
 
To date, research on diurnal mountain winds has mostly focused on individual phases of the wind systems 
and individual processes, including the morning transition, the evening transition, slope winds, surface 



 38 

energy budgets and so on. This research will continue to be valuable. A number of interesting questions 
invite further investigation. 
 

o With respect to slope flows, additional research is needed on upslope flows, on turbulent 
and radiative processes, on the external influences of ambient stability and ambient flows, 
and on the effects on slope flows of inhomogeneities of surface properties and heat 
budget components along a slope. Models should be developed to apply to realistic slopes 
and should be tested against new, higher resolution data sets. Large eddy simulation 
models should be applied to gain knowledge of mean and turbulent processes in slope 
flows. 

 
o Understanding of valley flows would benefit from a comprehensive investigation of heat 

transport processes within the valley atmosphere, of the factors affecting inversion 
development and characteristics, and of the interactions between flows from multiple 
valleys. 

 
o Research programs on mountain-plain circulations occurring in the major mountain 

ranges in the world could build on the VERTIKATOR results from Europe, with many 
scientific and practical benefits. For instance, concerning the Rocky Mountains, such a 
program could improve understanding of the role of the mountain-plain circulations on 
the transport of moisture and pollutants to the Rocky Mountains in diurnal and monsoonal 
wind systems. These circulations are closely connected to the Great Plains Low-Level Jet 
and the North American Monsoon, and play a role in the timing and movement of 
thunderstorm and mesoscale convective systems over the Great Plains. 

 
o Research is needed on persistent wintertime cold-air pools to address increasing air 

pollution problems being experienced in urban basins and to improve the forecasting of 
their buildup and breakup. Because wintertime cold-air pools are experienced in many 
countries, an international research program on this topic would be warranted. 

 
Additionally, and perhaps more importantly, there is a clear need to take a comprehensive look at thermally 
driven circulations in complex terrain, the interactions of the component parts, the interactions of these 
winds with winds aloft and the role of turbulence in wind characteristics. The initiatives investigating these 
processes should be multi-national, interdisciplinary and include weather forecasters and applications 
scientists. 
 
Finally, there is a need for a textbook on diurnal mountain winds for graduate students, young researchers, 
weather forecasters and other professionals that summarizes the state of the science by offering a 
comprehensive and systematic treatment of all the aspects of the science including an historical perspective, 
a geographical overview, a review of investigative observational and modeling techniques, and a focus on 
applications. 
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TABLES: 
 
Table 1. Observations of downslope flow on slopes of different inclination. 
 
Angle 
(deg) 

Inversion 
depth (m) 

Inversion 
strength (K) 

Max speed 
(m s-1) 

Height of max 
speed (m) 

Reference 

21 4-8 5 1-2  0.6-2 Horst and Doran (1986) 
9 16 4 1-2 6 Papadopoulos et al. (1997) 
6.5 40-50 10 1.5 25 Horst and Doran (1986) 
4 50 3 3.5 - 4 40 Monti et al. (2002) 
1.6 25 7 4-6 15-20 Whiteman and Zhong (2008); 

Haiden and Whiteman (2005) 
 
 



 
Table 2. Extreme minimum temperatures in selected basins. Data from most U.S. locations come from the U. S. 
National Climatic Data Center (NCDC). 
 
Location Temperature minimum Date Reference 
Peter Sink, Utah -56.3°C (-69.3°F) Feb 1, 1985 Pope and Brough (1996) 
West Yellowstone, Montana -54°C (-66°F) Feb 1933 NCDC 
Taylor Park, Colorado -51°C (-60°F) Feb 1951 NCDC 
Fraser, Colorado -47°C (-53°F) Jan 1962 NCDC 
Stanley, Idaho -48°C (-54°F) Dec 1983 NCDC 
Gruenloch Basin, Austria -52.6°C (-63°F) 19 Feb - 4 Mar 1932 Aigner (1952) 
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Figure Captions 
 
1. Diagram of the structure of the atmosphere above a mountain ridge . Adapted from Ekhart (1948), © Société 
Météorologique de France. Used with permission. 
 
2. Typical wind and temperature profiles through a) downslope and b) upslope flows on valley sidewalls. 
Shown are the typical depths and strengths of the temperature deficits or excesses, the heights and flow 
strengths of the wind maxima, and the slope flow depths. The TKE profile in a) follows that of Skyllingstad 
(2003). Adapted from Whiteman (2000). 
 
3. Observed (O) and theoretical (T) a) downslope and b) upslope wind profiles. Observations are from a slope 
on the Nordkette near Innsbruck, Austria. The theoretical curves come from Prandtl’s (1942) model. Differences 
above the jet maximum between theory and observations are indicated by the dotted lines. Adapted from Defant 
(1949), © Springer-Verlag Publishing Co., Vienna, Austria. Used with permission. 
 
4. Monte Carlo radiative transfer model simulations of direct (left) and diffuse (right) shortwave radiation fluxes 
under clear sky conditions over a 4 x 4 km domain encompassing Arizona’s Meteor Crater at noon, 15 October 
2006. From Sebastian Hoch. 
 
5. Modeled propagation of shadows and extraterrestrial insolation across the Meteor Crater on October 15 at 
different times of day (MST). Shades of gray are insolation, with black indicating 0 and white indicating 1364 
W m-2. The horizontal scale is as in Fig. 4. 
 
6. Normalized upslope mean wind component and temperature profiles over heated slopes, with indicated slope 
angles from 2° to 30°, as simulated using an LES model. H, v∗* and θ∗* are respectively the scaling values 
adopted to normalize the slope-normal coordinate n, the wind component <u> and the temperature <T>. Error 
bars indicate standard deviations. The slope of the dry adiabatic lapse rate Γd is given for reference. Adapted 
from Schumann (1990), © Quarterly Journal of the Royal Meteorological Society. Reprinted with permission. 
 
7. Vertical profiles of a) potential temperature, b) downslope wind speed component (m s–1) and c) cross-slope 
wind speed component (m s-1) at 1857 MST 8 October 2000 from four tethersondes running down a 1.6° slope 
at the foot of the Oquirrh Mountains. From Whiteman and Zhong (2008), © American Meteorological Society. 
Reprinted with permission. 
 
8. Idealized picture of the development of daytime up-valley winds (upper panel) and nighttime down-valley 
winds (lower panel) in a valley-plain system with a horizontal floor. The red and blue curves are vertical 
profiles of the horizontal valley wind component at a location close to the valley inlet. Two columns of air are 
shown – one over the valley floor and one above the plain. Red and blue sections of the columns indicate layers 
where potential temperature is relatively warm (W) or cold (C). The free atmosphere is assumed to be 
unperturbed by the daily cycle at the tops of the columns. Adapted from Whiteman (2000). 
 
9. (a) Comparison of different vertical profiles of potential temperature in an idealised valley-plain system 
(sketched in the insert). The profiles are taken along the valley axis (solid line) and over the plain (bullets) along 
the dashed vertical lines indicated in the insert at t = 6h after simulated sunrise. (b) Difference between the two 
profiles at various heights The horizontal dashed line at 1000 m indicates the sidewall ridge height. (Adapted 
from Rampanelli et al. 2004. © American Meteorological Society. Reprinted with permission). 
 
10. Average up- and down-valley wind profiles obtained using all daytime and nighttime data from the four 
Alpine valley locations indicated. Adapted from Ekhart (1944), © E. Schweizerbart Science Publishers 
(www.borntraeger.cramer.de). Used with permission. 
 
11. A well known example of confluence between valleys (Wagner, 1938): the area north of the city of Trento, 
where the “Ora del Garda” wind, blowing from the Valle dei Laghi (A) through an elevated saddle (), 
interacts with the up-valley wind blowing in the Adige Valley from South (B) (from de Franceschi et al. 2002). 
© American Meteorological Society. Reprinted with permission. 
 
12. Temperature time series for surface-based temperature sensors at different heights on the sidewall of the 
Gruenloch Basin, Austria. Because the coldest air settles into the bottom of the basin, the lowest elevation 
sensors report the lowest temperatures and the highest elevation sensors report the highest temperatures. 
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13. Schematic depiction of disturbances to nocturnal temperature inversions in Austria's Gruenloch Basin as 
revealed in temperature traces from instruments located at different heights on the sidewalls (compare Fig. 12). 
The different forms of disturbances in the sub-figures can be compared to the first sub-figure in which an 
undisturbed temperature evolution is shown and a rough indication of the time and temperature scales for this 
and subsequent sub-figures is given. The disturbances are produced by strong background winds, shear at the 
top of the inversion, and variations in cloudiness and surface energy budget. From S. Eisenbach and B. 
Pospichal. 
 
14. Schematic diagram of daytime circulations and temperature profiles above and alongside an elevated 
circular plateau, illustrating the daytime buildup of a baroclinic zone at the edges of the plateau that leads to a 
break-in of cold winds onto the plateau in the evening. The dry adiabatic lapse rate Γd is provided as a reference. 
 
15. Diurnal flow patterns in the Central Colorado Rocky Mountains, looking northward from southern Colorado 
to the elevated basins of South Park, Middle Park and North Park. a) During daytime, upslope flows from inside 
and outside the basins converge over the basin rims. b) During late afternoon, cold air from the surroundings 
breaks into the basins across the rims. From Bossert and Cotton (1994a), © American Meteorological Society. 
Reprinted with permission. 



 60 

 
FIGURES 

 
 

 
 
Figure 1. Diagram of the structure of the atmosphere above a mountain ridge. Adapted from Ekhart (1948). © 
Société Météorologique de France. Used with permission.



 61 

 

 
 
Figure 2. Typical wind and temperature profiles through a) downslope and b) upslope flows on valley sidewalls. 
Shown are the typical depths and strengths of the temperature deficits or excesses, the heights and flow 
strengths of the wind maxima, and the slope flow depths. The TKE profile in a) follows that of Skyllingstad 
(2003). Adapted from Whiteman (2000). 
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3. Observed (O) and theoretical (T) a) downslope and b) upslope wind profiles. Observations are from a slope 
on the Nordkette near Innsbruck, Austria. The theoretical curves come from Prandtl’s (1942) model. Differences 
above the jet maximum between theory and observations are indicated by the dotted lines. Adapted from Defant 
(1949), © Springer-Verlag Publishing Co., Vienna, Austria. Used with permission. 
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Figure 4. Monte Carlo radiative transfer model simulations of direct (left) and diffuse (right) shortwave 
radiation fluxes under clear sky conditions over a 4 x 4 km domain encompassing Arizona’s Meteor Crater at 
noon, 15 October 2006. From Sebastian Hoch. 
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Figure 5. Modeled propagation of shadows and extraterrestrial insolation across the Meteor Crater on October 
15 at different times of day (MST). Shades of gray are insolation, with black indicating 0 and white indicating 
1364 W m-2. The horizontal scale is as in Fig. 4. 
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Figure 6. Normalized upslope mean wind component and temperature profiles over heated slopes, with 
indicated slope angles from 2° to 30°, as simulated using an LES model. H, v* and θ* are respectively the 
scaling values adopted to normalize the slope-normal coordinate n, the wind component <u> and the 
temperature <T>. Error bars indicate standard deviations. From Schumann (1990), © Quarterly Journal of the 
Royal Meteorological Society. Reprinted with permission. 
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Figure 7. Vertical profiles of a) potential temperature, b) downslope wind speed component (m s–1) and c) cross-
slope wind speed component (m s-1) at 2217 MST 8 October 2000 from four tethersondes running down a 1.6° 
slope at the foot of the Oquirrh Mountains at various distances from the top of the slope, namely 4200 m (light 
gray), 5100 m (dark gray), and 6200 m (black). From Whiteman and Zhong (2008), © American Meteorological 
Society. Reprinted with permission. 
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Figure 8. Idealized picture of the development of daytime up-valley winds (upper panel) and nighttime down-
valley winds (lower panel) in a valley-plain system with a horizontal floor. The red and blue curves are vertical 
profiles of the horizontal valley wind component at a location close to the valley inlet. Two columns of air are 
shown – one over the valley floor and one above the plain. Red and blue sections of the columns indicate layers 
where potential temperature is relatively warm (W) or cold (C). The free atmosphere is assumed to be 
unperturbed by the daily cycle at the tops of the columns. Adapted from Whiteman (2000). 
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Figure 9. (a) Comparison of different vertical profiles of potential temperature in an idealized valley-plain 
system (sketched in the insert). The profiles are taken along the valley axis (solid line) and over the plain (line 
of circles) along the dashed vertical lines indicated in the insert at t = 6h after simulated sunrise. (b) Difference 
between the two profiles at various heights. The horizontal dashed line at 1000 m indicates the sidewall ridge 
height. (Adapted from Rampanelli et al. 2004. © American Meteorological Society. Reprinted with permission). 
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Figure 10. Average up- and down-valley wind profiles from four valleys using all daytime and nighttime data 
from the locations indicated (Ekhart 1944), © E. Schweizerbart Science Publishers 
(www.borntraeger.cramer.de). Used with permission. 
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Figure 11. A well known example of confluence between valleys (Wagner, 1938): the area north of the city of 
Trento, where the “Ora del Garda” wind, blowing from the Valle dei Laghi (A) through an elevated saddle (), 
interacts with the up-valley wind blowing in the Adige Valley from South (B) (from de Franceschi et al. 2002). 
© American Meteorological Society. Reprinted with permission.
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Figure 12. Temperature time series for surface-based temperature sensors at different heights on the sidewall of 
the Gruenloch Basin, Austria. Because the coldest air settles into the bottom of the basin, the lowest elevation 
sensors report the lowest temperatures and the highest elevation sensors report the highest temperatures. 



 72 

 

 
Figure 13. Schematic depiction of disturbances to nocturnal temperature inversions in Austria's Gruenloch Basin 
as revealed in temperature traces from instruments located at different heights on the sidewalls (compare Fig. 
12). The different forms of disturbances in the sub-figures can be compared to the first sub-figure in which an 
undisturbed temperature evolution is shown and a rough indication of the time and temperature scales for this 
and subsequent sub-figures is given. The disturbances are produced by strong background winds, shear at the 
top of the inversion, and variations in cloudiness and surface energy budget. From Dorninger et al. (2011).
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Figure 14. Schematic diagram of daytime circulations and temperature profiles above and alongside an elevated 
circular plateau, illustrating the daytime buildup of a baroclinic zone at the edges of the plateau that leads to a 
break-in of cold winds onto the plateau in the evening. The dry adiabatic lapse rate 

€ 

Γd  is provided as a 
reference.  
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15. Diurnal flow patterns in the Central Colorado Rocky Mountains, looking northward from southern Colorado 
to the elevated basins of South Park, Middle Park and North Park. a) During daytime, upslope flows from inside 
and outside the basins converge over the basin rims. b) During late afternoon, cold air from the surroundings 
breaks into the basins across the rims. From Bossert and Cotton (1994a), © American Meteorological Society. 
Reprinted with permission. 
 


