
Chapter 4
Experimental Methods for Estimating
the Fluxes of Energy and Matter

In meteorology and climatology, typically only specific atmospheric variables are
measured in operational networks and energy and matter fluxes cannot easily be
determined. In the last 20 years, the growing interest and research on climate
change has increased the demand for reliable measurements of evaporation, carbon
dioxide uptake by forests, and fluxes of other greenhouse gases. So far, these
measurements were primarily for research purposes but their integration into
operational networks is increasing. The measurements are very complex and need
comprehensive micrometeorological knowledge. Most of the measurement methods
are based on simplifications and special conditions, and therefore their imple-
mentation is not trivial. In the following chapter, overview tables provide guidance
to the reader about areas of applications and related costs of the various methods.

4.1 Profile Method

Under the general term profile method, all approaches are combined which are
based on the flux-gradient similarity (see Sect. 2.3). Because of the progress of the
eddy-covariance measurement technique (see Sect. 4.2), the profile method with
measurements at several heights has become increasingly irrelevant in the last 10–
15 years. The disturbing influence of internal boundary layers makes this technique
only applicable in homogeneous terrain with a large uniform fetch. Nevertheless,
simple approaches with measurements at only two levels are common; analogue to
many parameterization schemes used in atmospheric models.
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4.1.1 Profile Method with Two Measurement Heights

4.1.1.1 Bulk Approaches

The most simple profile method to determine the energy exchange is the bulk
approach, which is also used in models as a zero order closure approach. Bulk
approach means that a uniform (linear) gradient is assumed for the given layer and
only values at the upper and lower boundaries are used (Mahrt 1996). If the lower
boundary of this layer is identical to the surface, than the method is strictly speaking
only applicable over water bodies, because only there the gradient between surface
values and measurement data at a certain measurement height (mostly 10 m) can be
explicitly determined. For instance, the surface temperature and moisture for land
surfaces cannot be determined exactly because of roughness elements (plant cover
and others). Nevertheless, the method is partly applied by the calculation of surface
information measured with satellites, even when considerable losses in the accuracy
must be accepted. It is also possible to fix the lowest level at a certain distance
above the surface. As a general rule, this should be double the canopy height.

The application of the actual bulk method above water bodies is not without
problems, because normally it is not the water surface temperature that is measured
but rather the temperature some decimetres below the water surface. Because of the
cold film at the surface caused by evaporative cooling, this temperature is about
0.5 K lower than the temperature at the measurement level. The absolute accuracy
of the determination of the surface temperature with remote sensing methods is of
the same order. Instead of the turbulent diffusion coefficients, bulk coefficients are
used. Then the friction velocity can be determined with the drag coefficient CD and
the wind velocity

u� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
CDðzÞ

p
uðzÞ; ð4:1Þ

where it is assumed that the wind velocity at the ground surface is zero.
The sensible heat flux is parameterized with the Stanton number CH and the

latent heat flux with the Dalton number CE:

QH

q cp
¼ CHðzÞ uðzÞ½TðzÞ � Tð0Þ�; ð4:2Þ

QE

q kp
¼ CEðzÞ uðzÞ½eðzÞ � eð0Þ� ð4:3Þ

The bulk coefficients are stability and wind velocity dependent. Over the ocean
with mostly neutral stratification, the first sensitivity is not a problem. Over the
land, the application for non-neutral stratification should be limited to the
dynamical sublayer because the bulk coefficients have a remarkable dependency on
stratification with differences up to 50% (Brocks and Krügermeyer 1970; Panin
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1983; Foken 1990). In the literature, a number of relations for the drag coefficient
are given (Smith et al. 1996; Geernaert 1999). Currently, the parameterization
dependent on the wind velocity at the 10 m reference level is the most useful
version. Mean coefficients from a large number of experiments are given in
Table 4.1 for the following equation:

CD10 ¼ a þ b½u10 � c�½ � � 10�3 ð4:4Þ

For greater wind velocities, the bulk coefficients increase dramatically, and are
no longer clearly determined because energy fluxes are much higher under storm
conditions than under normal conditions. The values over lakes are slightly higher
and over land, where nearly no data are available, they are at least one order of
magnitude higher than over the ocean.

The Stanton and Dalton numbers over water are about 20% lower than the drag
coefficient. For the same wind velocity classes as given in Table 4.1, the coeffi-
cients for Eq. (4.4) have the values a = 1.0, b = 0.054, c = 7 m s−1 according to
Foken (1990). With increasing roughness the differences compared to the drag
coefficient increase (Garratt 1992).

By comparison of Eq. (4.1) with the profile equation for neutral stratification, the
relation between the drag coefficient and the roughness height follows as:

CD ¼ j2

ln z
z0

� �h i2 ð4:5Þ

For the determination of the Stanton number, the roughness length for temper-
ature must be considered (for the Dalton number use the roughness length for
specific humidity):

CH ¼ j=Prtð Þ2

ln z
z0

� �
ln z

z0T

� � ð4:6Þ

In a similar way, the stability dependence of the bulk coefficients can be
determined. Note that slight errors in the determination of the roughness length
have a remarkable influence on the bulk coefficients. Therefore, these bulk coeffi-
cients are not really an alternative to experimental parameterizations.

Table 4.1 Coefficients for
the determination of the drag
coefficient above water bodies
according to Eq. (4.4) for
u10 < 20 m s−1

Author a b c in m s−1 u10 in m s−1

Foken (1990) 1.2 0 0 <7

1.2 0.065 7 � 7

Garratt
(1992)

1.0 0 0 <3.5

0.75 0.067 0 � 3.5
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Bulk approaches for the determination of the momentum and energy exchange
over water bodies are widely used because the input data are routinely available or
can be easily determined, i.e. these data are contained in models. Thus, the
roughness parameter is often determined with the Charnock approach, Eq. (2.61).

An overall evaluation, including information about areas of application, cost,
and accuracy etc., of the bulk approach is given in Table 4.2. In the following,
similar tables are presented for all methods, which allows the reader to easily
compare the pros and cons of each approach.

4.1.1.2 Bowen-Ratio Method

The Bowen-ratio method is one of the most common methods used to determine the
fluxes of sensible and latent heat. The method is based on Bowen-ratio similarity
(see Sect. 2.3.3) and the energy balance equation

Bo ¼ c
DT
De

; ð4:7Þ

�Q�
s ¼ QH þ QE þ QG; ð4:8Þ

where the psychrometric constant c = 0.667 hPa K−1 for p = 1013.25 hPa and
t = 20 °C. From both equations, the sensible and latent heat fluxes can be
determined:

QH ¼ ð � Q�
s � QGÞ Bo

1 þ Bo
ð4:9Þ

QE ¼ �Q�
s � QG

1 þ Bo
ð4:10Þ

Table 4.2 Evaluation of the bulk method

Criterion Evaluation

Area of application Application over water, modelling, if no other
possibilities

Financial expense 1–3 k€ per system

Personal expense Low technical maintenance

Education Introduction

Error According to the micrometeorological conditions
10–50%

Sampling 1–10 s

Time resolution of fluxes 10–30 min, higher accuracy for daily averages

Application for chemical
compounds

For selected inert gases possible

Restrictions in the application Turbulent conditions necessary
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In addition to net radiation also the ground heat flux, and the temperature and
humidity at two levels (see Fig. 4.1) must be determined according to Eq. (4.7).

In addition to the simplifications discussed in Sect. 2.3.4, it is apparent that the
equations do not include the wind velocity and do not prescribe a certain difference
between the measurement heights. To ensure that a sufficient turbulent regime
exists, Foken et al. (1997a) recommend that only measurements with a wind
velocity at the upper height greater than 1 m s−1 and a difference of the wind
velocities between both heights greater than 0.3 m s−1 should be used. This requires
additional instrumentation with anemometers. Even though the height difference of
the measurements (Dz) is not included into the equations, an increase of Dz also
increases the difference of the temperature and the humidity. Consequently the
influence of the measurement errors decreases. It is therefore recommended to
choose a ratio of the measurement heights greater than 4–8 (Foken et al. 1997a). In
practice, these requirements are rarely taken into account because measurements
over high vegetation have ratios of the aerodynamical heights of about 1.5
(Bernhofer 1992; Barr et al. 1994.). Equations (4.9) and (4.10) are singular for
Bo = −1. Consequently, unrealistic energy fluxes are predicted for the morning and
evening hours. Therefore, the range −1.25 < Bo < −0.75 should be excluded from
further analysis. To determine the correct sign of the fluxes in the case Bo < 0 the
following decision criteria are necessary (Ohmura 1982):

Fig. 4.1 Bowen-ratio
measurement system
(Published with kind
permission of © Campbell
Scientific, Inc. Logan UT,
USA, All rights reserved)
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If ð�Q�
s � QGÞ[ 0 then ðkDq þ cpDTÞ[ 0:

If ð�Q�
s � QGÞ\0 then ðkDq þ cpDTÞ\0:

ð4:11Þ

If these criteria are not fulfilled, the fluxes must be deleted.
The crucial disadvantage of the Bowen-ratio method is that because of the

apparent unclosed energy balance (see Sect. 3.8) the residual is either added to the
net radiation or distributed according to the Bowen ratio to the sensible and latent
heat flux. In general, the fluxes determined with the Bowen-ratio method are larger
than those determined with the eddy-covariance method. By definition, the Bowen
ratio method fulfils the energy balance equation, but the quantitative accuracy of the
fluxes may be limited.

Error analyses for the Bowen-ratio method are widely available (Fuchs and
Tanner 1970; Sinclair et al. 1975; Foken et al. 1997a, and references therein). Many
of these investigations are based on either single measurements or false assumptions.
Often, only the electrical error of the sensor is used (about 0.01–0.001 K), but not the
error in the adaptation of the sensor to the surrounding medium and atmosphere with
radiation, ventilation and other influences. Only with much effort in measurement
techniques is it possible that sensors under the same meteorological conditions and
mounted close together show differences as low as 0.05–0.1 K or hPa. Therefore, the
errors in temperature and humidity measurements in the atmosphere are significantly
higher than the pure electrical error (Dugas et al. 1991).

The error plots given in Fig. 4.5 are taken from Foken et al. (1997a), and are
based on an accepted measurement error of ±0.05 K or hPa. From Fig. 4.2 we see
that a 20 and 40% error in the Bowen ratio corresponds to about a 10 and 20% error

Bo= 0,2
Bo= 1,0
Bo= 5
dBo/Bo=0,2
dBo/Bo=0,4
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Fig. 4.2 Error of the Bowen ratio (20 und 40%) dependent on the measured temperature and
water vapour differences (Adapted from Foken et al. 1997a, with kind permission of © Austrian
Meteorological Society, Vienna 1997, All rights reserved)
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in the sensible and latent heat flux respectively. Consideration of the three values of
Bowen ratios in Fig. 4.5 shows that optimal conditions exist for Bo = 0.677 and the
Bowen ratio should not significantly differ from this value. To realize errors
of <20% (<40%) for the Bowen ratio, the temperature and humidity differences
must be >0.6 (>0.4) K or hPa. This underlines the requirement for large differences
in the measurement heights. Limitations result from internal boundary layers and
possible roughness sublayers, which should be avoided within the measurement
range. Note that in this error analysis, possible errors due to energy imbalance were
not taken into account.

An overall evaluation of the method is given in Table 4.3. The evaluations of the
errors of the method are based on the assumption of accurate net radiometer
measurements (see Sect. 6.2.1), which require sensors costing at least 4 k€.
Furthermore, the heat storage in the soil should be calculated very accurately to
reduce the influence of the residual of the energy balance closure.

4.1.1.3 Modified Bowen-Ratio Method

According to Businger (1986), the modified Bowen-ratio method (see Eq. 2.89) is
based on the application of Bowen-ratio similarity (see Sect. 2.3.4) and does not
use the energy balance equation, i.e. it avoids the related energy balance closure
issues (see Sect. 3.8). The method benefits both from the Bowen-ratio similarity
(Eq. 2.99) and also from direct measurements of the buoyancy flux with a sonic
anemometer according to the eddy-covariance method (see Sect. 4.2), which can be
re-calculated into the sensible heat flux (Schotanus et al. 1983; Liu et al. 2001).
Such a measurement system is shown in Fig. 4.3 (Liu and Foken 2001). Usual
limitations of the Bowen-ratio method are not valid when the modified Bowen-ratio
is used. However, the recommended ratio of the measurement heights of z2/z1 = 4–
8 is still required to reduce the measurement errors. Also, the observed data are not

Table 4.3 Evaluation of the Bowen-ratio method

Criterion Evaluation

Area of application Applied research, partly continuously running programs

Financial expense 10–15 k€ per system

Personal expense Continuous scientific and technical support

Education Knowledge in micrometeorology and measurement technique

Error According to the micrometeorological conditions 10–30%
(assumption of a closed energy balance)

Sampling 1–10 s

Time resolution of fluxes 10–30 min

Application for chemical
compounds

For selected inert gases possible

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary
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useful when the friction velocity u* < 0.07 m s−1 and the Bowen ratio Bo* 0.
Because of the decreasing cost of sonic anemometers, they are now in the price
range of good net radiation sensors, the overall measurement costs do not increase.
Furthermore, the expensive measurements of the soil heat flux and the heat storage
in the soil are no longer necessary. The Bowen ratio can be calculated with Eq.
(4.7), and the latent heat flux can be calculated with:

QE ¼ QH

Bo
: ð4:12Þ

The modified Bowen-ratio method was originally developed for the determi-
nation of trace gas fluxes (Businger 1986; Müller et al. 1993). According to Eq.
(2.99) a turbulent flux, e.g. the sensible heat flux, can be directly determined, and
from the relevant difference (here temperature difference, ΔT) and the concentration
difference, Δc, between two measurement levels, the trace gas flux (dry deposition)
can be calculated using:

Qc ¼ QH
Dc

DT
ð4:13Þ

Fig. 4.3 Measurement
system for the modified
Bowen-ratio method
(METEK GmbH Elmshorn
and Th. Friedrichs & Co.
Schenefeld near Hamburg;
Photograph Foken)
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In an analogues way to the Bowen-ratio method, criteria for and limitations of
the method, which are dependent on the deposited or emitted matter, must be
developed. The wind or friction velocity criteria can be used; also, the turbulent
scales of both scalars must be similar (see Sects. 2.5 and 4.4). An overall evaluation
of the methods is given in Table 4.4.

4.1.1.4 Further Parameterization Methods

The determination of turbulent fluxes with observations at only two heights is an
interesting measurement approach because the fluxes can be estimated in a simple
way. While the bulk method requires a uniform (linear) gradient between both
measurement heights and the Bowen-ratio method requires similar gradients of both
parameters, there is also the possible solution of the profile equations with stability
influences (Eqs. 2.74–2.76) for two heights. Corresponding proposals (Itier 1980;
Lege 1981) were used by Richter and Skeib (1984) for a method to determine the
turbulent fluxes in an iterative way. They introduced a critical height, zc, which is
approximately equal to the height of the dynamical sublayer. Below this height, the
equations for neutral stratification can be applied. The use of the universal functions
by Skeib (1980), which allows for this method a simple layer-wise integration,
gives the following equations for the flux calculation (Richter and Skeib 1991):

u z2ð Þ � u z1ð Þ ¼ u�
j

ln z2
z1

� �
z1 \ z2 \ zc

ln zc
z1

� � þ 1
nu
1� z2

zc

� ��nu� �
z1 � zc � z2

1
nu

z1
zc

� ��nu� z2
zc

� ��nu� �
zc \ z1 \ z2

8<
:

9=
; ð4:14Þ

In an analogues way, follow the equation for the sensible and latent heat flux:

Table 4.4 Evaluation of the modified Bowen-ratio method

Criterion Evaluation

Area of application Applied research, partly continuously running programs

Financial expense 10–15 k€ per system

Personal expense Continuous scientific and technical support

Education Knowledge in micrometeorology and measurement technique

Error According to the micrometeorological conditions 10–30%

Sampling 1–10 s, 10–20 Hz for turbulent flux

Time resolution of fluxes 10–30 min

Application for chemical
compounds

For selected inert gases possible

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary,
similarity of the turbulence characteristics necessary
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T z2ð Þ � T z1ð Þ ¼ Prt
w0T 0

j u�

ln z2
z1

� �
z1 \ z2 \ zc

ln zc
z1

� � þ 1
nT
1� z2

zc

� ��nT� �
z1 � zc � z2

1
nT

z1
zc

� ��nT� z2
zc

� ��nT� �
zc \ z1 \ z2

8<
:

9=
; ð4:15Þ

The coefficients in Eqs. (4.14) and (4.15) are given in Table 4.5. The critical
height, which is a function of the bulk-Richardson number (Eq. 2.83) and a
weighting factor R (the stability-dependent curvature of the profile according to
Table 4.6), is given by:

zc ¼ 1c
11

z1 ¼ 1c
R RiB

ð4:16Þ

The application of the method requires an iterative solution of the equation.
Starting with an initial estimate of 1c, the friction velocity and then the sensible heat
flux are calculated. Using these values, an updated value for 1c is calculated, and the
process is repeated. After about 3–6 iteration steps, the method converges. As a
measurement technique the Bowen-ratio system without net radiometer but with
anemometers at both measurement heights can be used. The wind velocity criterion
of the Bowen-ratio method, which is a test on developed turbulence, must also be
applied here. Also, measurements must be excluded when the wind and tempera-
tures differences between the two levels are of the order of the measurement error.
The method can be extend in principle by using humidity and/or concentration
measurements to measure the latent heat and/or deposition flux. An overall eval-
uation is given in Table 4.7.

4.1.1.5 Quality Assurance

For all profile measurements with two measurement levels, it should be demon-
strated that the measurement accuracy is at least 10-fold greater than the expected
difference between the two measurement heights such that the flux can at least be
determined with an accuracy of 20% (positive and negative measurement errors are

Table 4.5 Coefficients for
Eqs. (4.14) and (4.15)

Stability range 1 < 0 1 > 0

1c −0.0625 0.125

nu 0.25 −1

nT 0.5 −2

Table 4.6 Weighting factor
R for Eq. (4.16) according to
Richter and Skeib (1984)

z2/z1 2 4 8 16

−0.0625 � 1 � 0.125 0.693 0.462 0.297 0.185

−1 < 1 < −0.0625 0.691 0.456 0.290 0.178

0.125 < 1 < 1 0.667 0.400 0.222 0.118
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assumed). It is further assumed that wind and temperature measurements can be
made with a sufficient accuracy. According to a method proposed by Foken (1998),
the profile equations Eqs. (2.74)–(2.76) can be divided into a turbulence-related part
and in the difference of the state parameter between both heights:

Qc ¼ QN u�;u(z=L); ln ðz� dÞ½ �Dc ð4:17Þ

The normalized flux QN is plotted in Fig. 4.4. The minimal measurable flux with
20% accuracy is the 10-fold resolution of the measurement system cmin:

Qc;min ¼ QN10 cmin ð4:18Þ

Table 4.7 Evaluation of the parameterization approach according to Richter and Skeib (1991)

Criterion Evaluation

Area of application Applied research, partly continuously running programs

Financial expense 10–15 k€ per system

Personal expense Continuous scientific and technical support

Education Knowledge in micrometeorology and measurement
technique

Error According to the micrometeorological conditions
10–30%

Sampling 1–10 s

Time resolution of fluxes 10–30 min

Application for chemical
compounds

For selected inert gases possible

Restrictions in the application Sufficient footprint area, turbulent conditions necessary
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Fig. 4.4 Course of the normalized flux QN in dependency of the stratification and the friction
velocity for m = z2/z1 = 8 (Adapted from Foken 1998, with kind permission of © German
Meteorological Service, Offenbach 1998, All rights permitted)
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Typical values of minimum measurable fluxes over low and high vegetation are
given in Table 4.8.

4.1.2 Profile Measurements with Several Measurement
Heights

In Sect. 4.1.1, special cases of the profile method with only two measurement
heights were discussed. The classical profile method (Fig. 4.5) is based on wind,
temperature and moisture measurements made at 3–6 levels, where 4–6 levels are
optimum (Foken and Skeib 1980). These measurements were more widely used
about 20 years ago because the eddy-covariance method was too costly. Today,
profile measurements are applied most often in basic research to determine
parameters of the profile equation or disturbances by internal and stable boundary
layers.

The basis for the profile method in the neutral case are Eqs. (2.48)–(2.50) or in
the integral form as in Eq. (2.60). The simplest case is the linear approximation,
which is more or less also the basis of the bulk and Bowen-ratio method:

@X
dz

	 

za

ffi DX
Dz

¼ X2 � X1

z2 � z1

za ¼ ðz1 � z2Þ1=2
ð4:19Þ

Table 4.8 Minimal determinable flux (20% error) for energy and different matter fluxes above
low (m = z2/z1 = 8) and tall (m = 1.25) vegetation for neutral stratification and u* = 0.2 m s−1

(units µg m−3 for concentrations and µg s−1 m−2 for fluxes), the italic fluxes are larger than the
typical fluxes (Foken 1998, completed)

Energy or matter flux cmin Dc.min Flux
m = 8

Flux
m = 1.25

Sensible heat 0.05 K 0.5 K 0.025 m K s−1

30 W m−2
0.05 m K s−1

60 W m−2

Latent heat 0.05 hPa 0.5 hPa 0.025 hPa m s−1

45 W m−2
0.05 hPa m s−1

90 W m−2

Nitrate particles 0.01 0.1 0.005 0.01

Ammonium particles 0.02 0.2 0.01 0.02

CO2 100 1000 50 100

NO 0.06 0.6 0.03 0.06

NO2 0.1 1.0 0.05 0.1

O3 1.0 10.0 0.5 1.0

NH3 0.014 0.14 0.007 0.014

HNO3 0.2 2.0 0.1 0.2

HNO2 0.25 2.5 0.125 0.25
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The logarithmic approximation is a much better representation of the physical
facts with a geometric average of the heights:

@X
@ ln z

	 

zm

ffi DX
D ln z

¼ X2 � X1

lnðz2=z1Þ
zm ¼ ðz1 z2Þ1=2

ð4:20Þ

The basis for the profile method in the diabatic case are Eqs. (2.74)–(2.76). For a
simple graphical analysis, the integral form (Eq. 2.86) is used with ln z − w(z/L) on
the ordinate and u or T on the abscissa according to the following equations (Arya
2001):

ln z� wmðz=LÞ ¼
j
u�

u þ ln z0 ð4:21Þ

ln z� wH
z
L

� �
¼ j=Prt

T�
T � ln

j=Prt
T�

T0 þ ln z0T ð4:22Þ

Before both equations can be calculated, either the Richardson number (Eq. 2.82
or 2.83) or the Obukhov length (Eq. 2.72) must be determined. The method can be
solved iteratively.

Fig. 4.5 Measurement mast
for profile measurements
(Photograph Foken)
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There are approximations that are not directly based on the profile equation. The
simplest is the series expansion:

uðzÞ ¼ a0 þ a1 ln z þ a2z ð4:23Þ

A more commonly used expansion is one developed by Kader and Perepelkin
(1984), which is superior to Eq. (4.23):

uðzÞ ¼ a0 þ a1 ln z þ a3 þ a4z2=3

5 þ z
ð4:24Þ

For the interpolation of profiles, several approaches are used, for example, spline
methods. To insure that these methods do not overcorrect measurement errors and
falsify the result, special cubic interpolation methods between neighbouring grid
points should be used (see e.g. Akima 1970).

Because of the availability of powerful personal computers, lavish interpolation
methods are used such as the Nieuwstadt-Marquardt approach. In this approach, a
quadratic cost function is calculated as a measure of the tolerance between the
measured data and the model based on the profile equations (Nieuwstadt 1978). The
nonlinear system of equations to minimize the cost function can be solved using the
method described by Marquardt (1983).

As with the Bowen ratio method, the profile method requires high accuracies in
the measurements. High ratios of the upper to the lower measurement height, and
negligible influences from the surface are also necessary. The wind criteria for the
Bowen ratio method to exclude non-turbulent cases can be also used. A complete
error analysis was made by Foken and Skeib (1980). An overall evaluation is given
in Table 4.9.

Table 4.9 Overall evaluation of the profile method with 4–6 measurement heights

Criterion Evaluation

Area of application Basic and applied research, partly continuously running
programs

Financial expense 10–15 k€ per system

Personal expense Continuous scientific and technical support

Education Good knowledge in micrometeorology and measurement
technique

Error According to the micrometeorological conditions 5–20%

Sampling 1–10 s

Time resolution of fluxes 10–30 min

Application for chemical
compounds

For selected inert gases possible

Restrictions in the application Sufficient footprint area, turbulent conditions necessary
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4.1.3 Power-Law

For many applied methods, the power-law is widely used for the determination of
the wind distribution near the ground surface. Such power-law expressions
approximately agree only with respect to shape with the physical equations given in
Sect. 2.3. They are not only applied in the surface layer but also in the lower part of
the atmospheric boundary layer (Doran and Verholek 1978; Sedefian 1980; Joffre
1984; Wieringa 1989; Hsu et al. 1994):

u1
u2

¼ z1
z2

	 
p

ð4:25Þ

For wind power applications, an exponent of p = 1/7 is often applied (Peterson
and Hennessey 1978). Detailed approaches use a stability and roughness depen-
dency on the exponent. After differentiation of Eq. (4.25), it follows according to
Huang (1979):

p ¼ z
u
@u
@z

ð4:26Þ

This version allows complicated approaches including the roughness of the
surface and the stratification expressed with universal functions. Irvin (1978) pro-
posed the approach

p ¼ u�
u j

umð1Þ: ð4:27Þ

Similar is the approach by Sedefian (1980):

p ¼ um
�z
L

� �
ln �z

z0

� �
� wm

�z
L

� �h i ð4:28Þ

Huang (1979) used this form of the exponent with the universal function given
by Webb (1970) and Dyer (1974) and a special integration for large roughness
elements. For unstable stratification, it follows that

p ¼ 1� 19:3 z
L

� ��1=4

ln ðg� 1Þðg0 þ 1Þ
ðg þ 1Þðg0 � 1Þ þ 2 tan�1 g� 2 tan�1 g0

g ¼ 1� 19:3
z
L

� �1=4
g0 ¼ 1� 19:3

z0
L

� �1=4 ð4:29Þ

and for stable stratification:
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p ¼ 1 þ 6 z
L

ln z
z0

þ 6 z
L

ð4:30Þ

The numbers in both equations differ from those in the original reference
according to the investigations by Högström (1988). This approach is for instance
used in the footprint model by Kormann and Meixner (2001).

The application of this method is not without problems. In the morning daylight
hours, these approaches are in a good agreement with measurements, but in the early
afternoon—with the start of the thermal internal boundary layer (see Sect. 3.2.3)—
the values of the stratification measured in the surface layer cannot be applied to the
whole profile. An overall evaluation of the method is given in Table 4.10.

An interesting approach was given with the definition of the radix layer (Santoso
and Stull 1998), which is approximately one fifth of the atmospheric boundary layer
(surface layer and lower part of the upper layer). In the uniform layer above the
radix layer, no increase of the wind velocity occurs and a constant wind velocity uRS
predominates:

uðzÞ
uRS

¼ z
zRS

� �A
exp A 1� z

zRS

� �h i
z � zRs

1 z [ zRs

( )
ð4:61Þ

Until now, the radix-layer method has been rarely used and it is limited to
convective conditions. Furthermore there are difficulties to determine the height zRS
of the radix layer.

Table 4.10 Evaluation of exponential approaches for the determination of the wind profile in the
lowest 100 m

Criterion Evaluation

Area of application Engineer-technical applications, continuously running programs

Financial expense 1–3 k€ per system

Personal expense Continuous technical support

Education Experiences in measurement technique

Error According to the micrometeorological conditions 5–20% (unstable
stratification), otherwise significant larger errors

Sampling 1–5 s

Time resolution of the
gradients

10–30 min

Restrictions in the
application

Only for unstable stratification sufficient accuracy, significant
influences by internal boundary layers, band thermal internal
boundary layers at the afternoon for near surface measurements,
turbulent conditions necessary
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4.2 Eddy-Covariance Method

4.2.1 General Basics

Flux measurements using the eddy-covariance method (often also called
eddy-correlation method, but this can bring some confusions, see Sect. 4.3) are a
direct measurement method without any applications of empirical constants
(Haugen 1973; Businger 1986; Kaimal and Finnigan 1994; Foken et al. 1995,
2012b Lee et al. 2004; Aubinet et al. 2012a). However, the derivation of the
mathematical algorithm is based on a number of simplifications so that the method
can be applied only if these assumptions are exactly fulfilled (see Sect. 2.1.2). The
quality of the measurements primarily depends more on the on-site conditions and
the application of necessary corrections than on the presently available highly
sophisticated measurement systems. Therefore experimental experience and
knowledge of the special character of atmospheric turbulence have a high rele-
vance. The most limiting conditions are the assumptions of horizontally homoge-
neous surfaces and steady-state conditions. The exact determination of the footprint
area (see Sect. 3.4), which should be over a uniform underlying surface for all
stability conditions, and the exclusion of internal boundary layers and obstacle
influences (see Sects. 3.2 and 3.3) are critical for the selection of the measurement
site. This is especially relevant for forest sites, where additional specifics of tall
vegetation must be taken into account (see Sect. 3.5).

The basic equations are comparatively simple (see Eqs. 2.23 and 2.24):

u2� ¼ �u0w0;
QH

q cp
¼ T 0w0;

QE

q k
¼ q0w0;

Qc

q
¼ c0w0 ð4:32Þ

The covariance of the vertical wind velocity, w, and either one of the horizontal
wind components or of a scalar x can be determined in the following way:

w0x0 ¼ 1
N � 1

XN�1

k¼0

wk � wkð Þ xk � xkð Þ½ �

¼ 1
N � 1

XN�1

k¼0

wk xk � 1
N

XN�1

k¼0

wk

XN�1

k¼0

xk

 !" # ð4:33Þ

Since the method is not applied directly at the surface but at a certain height
above the surface and partially also above heterogeneous terrain, further assumption
must be made. Figure 3.30 schematically illustrates for flat and sloped terrain that in
addition to the vertical flux at the upper boundary of a volume element horizontal
and vertical fluxes through the volume exist, which in the simplest case balance
each other. For flat terrain the net flux of a scalar is:
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Fv ¼ qd w0v0
��
h|fflfflfflfflffl{zfflfflfflfflffl}

I

þ
Zzm
0

qd
@v
@t

dz

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
II

ð4:34Þ

The term II is the source or sink term between the surface and the measurement
height, which can be ignored for the momentum and sensible heat or buoyancy flux.
In most cases, it is also negligible for the latent heat flux. However, for other gases,
like carbon dioxide, its contribution can be significant. In particular, in the morning
hours, when the storage near the ground disappears, the source term is important.
Term I is the flux at the upper boundary of the volume element measured with the
eddy-covariance method.

In heterogeneous terrain, the net flux is the flux at the upper boundary of the
volume element (term I), the source and sink term II (calculated from the change in
time of the partial density of the investigated matter), and also a horizontal (term III)
and vertical (term IV) advection term (see Eq. 3.33) must be taken into account:

Fv ¼ qdw0v0
��
h|fflfflfflffl{zfflfflfflffl}
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þ
Zzm
0
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dz
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þ
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 �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

IV

ð4:35Þ

The advection term of the fluxes was neglected, because it is obviously very
small and it cannot be measured with a sufficient accuracy. In this form the method
is called Generalized Eddy-Covariance Method.

Lee (1998) showed that term IV should also include the change of the vertical

velocity,
R zm
0 qdw

@v
@x þ qdv

@w
@z

h i
. In the discussion of this paper, Paw U et al. (2000)

concluded that the change of the vertical velocity is already part of the
WPL-correction (Webb et al. 1980), which further includes the vertical advection
term discussed by Lee (1998). However, it is required that the coordinate system
follows the stream lines after a coordinate transformation (see Sect. 4.2.3).

Especially in complex terrain, the advection problem is still subject of ongoing
research efforts and expensive experiments (Aubinet et al. 2003a, 2005, see Sect. 3.6).
Due to the large errors in the determination of the advection terms it is recommended
that no corrections are applied at sites without obvious indication of advection being
an important factor (Aubinet et al. 2010). Instead it is recommended to exclude data
sets collected at night under low-turbulence conditions. In such cases, the fluxes
should be parameterized (see Sect. 4.2.6, Aubinet et al. 2012b).
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4.2.2 Basics in Measurement Technique

According to Eq. (4.32), the turbulent fluctuations of the components of the wind
vector and of scalar parameters must be measured at a high sampling frequency (see
Sect. 6.1.2) so that the turbulence spectra (see Sect. 2.5) can be extended to 10–
20 Hz. The measurement devices used for such purposes are sonic anemometers for
the wind components and sensors that can measure scalars with the required high
resolution in time. The latter are often optical measurement methods (see Sect. 6.2.3).
The measurement or sampling time depends on the atmospheric stratification, the
wind velocity, and the measurement height. For heights of 2–5 m, 10–20 min would
be required for daytime unstable stratification (summer) and about 30–60 and
sometimes as high as 120 min for nighttime stable stratification. The measurement
errors are not significant if a sampling time of 30 min is used over the entire day. For
short sampling times, the low frequency contributions to the fluxes aremissed, and for
long sampling times the steady state condition may not be fulfilled. Accordingly, the
flux can be determined only after themeasurements have beenmade. It is also possible
to use filtering options. Low pass filters or trend eliminations can create errors in the
fluxes, (Rannik and Vesala 1999; Finnigan et al. 2003), thus block averaging with an
averaging time of 30 min is now recommended. Due to the spectral character of
turbulence, fluxes are measured only partially if only short averaging intervals are
available (5–10 min). The simple summation over longer time periods is incorrect.
Special correction algorithms are necessary, and these need further statistical
parameters of the short time periods. For the covariance of a long time series ofM data
points, based on N short-time series each with U data points, where N = M/U, it
follows (Foken et al. 1997b, method was proposed by G. Peters):

w0x0 ¼ 1
M � 1

ðU � 1Þ
XN
j¼1

ðw0x0Þj þ U
XN
j¼1

wj xj � U2

M

XN
j¼1

wj

XN
j¼1

xj

" #
ð4:36Þ

The height of the measurements depends on the path length and the separation
between a sonic anemometer and an additional device (e.g. hygrometer). Devices
with a path length less than 12 cm should not be used below 2 m, and devices with
a path length more than 20 cm should not be used below 4 m. The minimum
distance between a sonic anemometer and an additional device, depends on the flow
distortions caused by the devices and should be determined in a wind tunnel.
Typically, for fine-wire temperature sensors, the minimum distance is 5 cm, and for
hygrometers it is 20–30 cm. These additional instruments should be mounted
downwind of the sonic anemometers and 5–10 cm below the wind measurement
path (Kristensen et al. 1997). Therefore, to reduce the corrections of the whole
system (see Sect. 4.2.3) the measurement height must be estimated not only
dependent on the path length of the sonic anemometer but also dependent on the
separation of the measurement devices. Also, the measurement height should be
twice the canopy height in order to exclude effects of the roughness sublayer. Flow
distortions due to the measurement system can hardly be avoided (Dyer 1981),
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however corrections with coordinate rotations are possible (Sect. 4.2.3).
Nevertheless, care must be taken that instrument mounts, tower elements, or other
sensors are installed at a sufficient distance to the turbulence measurements (dis-
tance 5–10fold of the dimension, Wieringa 1980; Wyngaard 1981; Wyngaard et al.
1982; Barthlott and Fiedler 2003).

In basic research, sonic anemometers (Fig. 4.6, see Sect. 6.2.2) with a selected
inflow sector to exclude flow distortion are used. For most applications, wind
direction-independent omni-directional sonic anemometers are sufficient, but these
have flow distortions due to mountings and sensor heads. For flux measurements, it
is important that interfering parts of devices are kept at a minimum, in particular
below the measurement path for the vertical component of the wind, because the
vertical oscillations of relatively small turbulence elements are much faster than the
horizontal movements of larger turbulence elements. This difference can be noted in
the frequency shift of the spectral maximum for vertical and horizontal wind
fluctuations by more than one order (see Sect. 2.5).

Most of the sonic anemometers also measure the fluctuations of the sound
velocity and therefore indicate the so-called sonic temperature (nearly identical with
the virtual temperature). The flux calculated with this temperature is the buoyancy
flux, about 10–20% greater than the sensible heat flux:

QHB

qcp
¼ w0T 0

v ð4:37Þ

Fig. 4.6 Eddy-covariance
measurement complex of the
University of Bayreuth with a
sonic anemometer CSAT3,
IR-hygrometer LiCor 7500,
and hygrometer KH20 in the
back ground (Photograph
Foken)
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The sensible heat flux can be determined by applying additional corrections,
which need additional moisture measurements (see Sect. 4.2.3.5). More expensive
are direct temperature measurements made with thin thermocouples or free spanned
resistance wires (diameter <15 µm to reduce the radiation error, see Sect. 6.2.3.2).

Hygrometers are used for the determination of the latent heat flux (evaporation).
Such devices are nowadays mostly optical devices. These have either an open path
or are a closed path. The open path hygrometer is mounted near the sonic
anemometer, and the closed path is mounted some meters away and the air is
aspirated below the sonic anemometer. The first works in the UV and IR range, and
the second works only in the IR range. UV devices should be used for low humidity
conditions (water vapour pressure 0–20 hPa) and IR devices for high moistures
(10–40 hPa). Closed path devices need extensive data corrections. One correction
accounts for the time delay of the measurement signal in relation to the wind
measurements, and another correction accounts for the filtering of the fluctuations
by the tube (Leuning and Judd 1996; Aubinet et al. 2000; Ibrom et al. 2007a, b).
These devices have the benefit of directly measuring the mixing ratio, while
open-path devices measure the absolute concentration and need a density correction
(WPL-correction, see Sect. 4.2.3.6). The effort for maintenance and calibration for
all devices is considerable. The lifetime of UV devices is very limited (<1000 h).
Very fast optical devices for other gaseous components (e.g. ozone, nitrogen oxide,
sulphur dioxide) are also available and the deposition flux can be measured in a
similar way. Nowadays increasingly tuneable lasers are applied (Bowling et al.
2003; Pattey et al. 2006), which are commercially available for carbon dioxide,
carbon isotopes 12 and 13, methane, nitrous oxide, and other gases.

Recently, extensive software packages for the analysis of eddy-covariance
measurements have become available, mostly free of charge, from universities,
institutions and commercial companies (Appendix A.7). They differ in their appli-
cation for users without extensive knowledge of the methods and researches, who
need a high variability in the data analysis. Comparison studies, which are available
for most of the programs, have shown that software packages can be reliably applied
(Mauder et al. 2008; Fratini and Mauder 2014). Nevertheless, they differ slightly in
the applications of correction and quality control methods. Therefore, the user needs
some basic knowledge about these methods. Based on recent knowledge, versions of
the software developed by McMillen (1988), which includes an internal rotation of
the coordinates with a moving average, should no longer be applied. Furthermore,
only well documented software packages should be used.

4.2.3 Applicable Correction Methods

The eddy-covariance method is based on a number of assumptions (see Sect. 2.1.2),
and if these assumptions are not met, corrections must be applied to the collected
data. However, it is often not clear which corrections are necessary. The data are
thus screened with extensive tests (see Sect. 4.2.5), primarily after all corrections
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are applied to the data. Important are the tests for steady-state conditions and
developed turbulence.

4.2.3.1 Control of the Raw Data

The application of correction methods is closely connected with the data quality
control (see Sects. 4.2.5 and 6.3). It starts with the exclusion of missing values and
outliers, which can be found by electrical and meteorological plausibility tests.

Further tests should detect unfavourable meteorological conditions or technical
problems of the instruments, whereby separating these two factors is often difficult
(Vickers and Mahrt 1997). Spikes, i.e. values that are significantly above the normal
measurement value but still within the possible range, are often electronically
caused. The usual test is the determination of the standard deviation. All values
greater than 3.5r (Højstrup 1993) are considered as spikes. If single spikes are
large, it is recommended to repeat the test 2–3 times, because otherwise erroneous
data cannot be identified. Measurement series with more than 1% of spikes should
not be used. More robust is the application of the absolute deviation from the
median (MAD, Hoaglin et al. 2000), MAD ¼ mediani xi � medianj xj

� ��� ��� �
, where

all values are identified as spikes, which are larger or lower than a multiple of the
MAD-value

median xð Þ � q MAD
0:6745

� xi � q MAD
0:6745

þ median xð Þ; ð4:38Þ

where 0.6745 is the corresponding value of the normal distribution by Gauß. It is
recommended to use q = 7 for this application (Mauder et al. 2013).

If the same data logger records several measurement signals, it may occur that
the data measured at the same point of time are not stored at the same point of time.
This can be partially corrected in the software of the data logger, but such time
delays can change with time. A typical example is a measurement system where a
gas is aspirated with a tube at the sonic anemometer. Then, depending on the flow
velocity within the tube, concentration measurements can be recorded significantly
later than the wind component. A cross-correlation analysis is recommended and
the concentration time series are shifted relative to the vertical wind measurements
by the time difference of maximum cross-correlation. This must be done before any
further calculations are made.

After the time shift is applied, initial covariances can be calculated. It is helpful
to store these, because the first two steps use most of the calculation time. The next
step is the rotation of the coordinates. In research studies, the planar-fit method
(Wilczak et al. 2001) is currently most often used. This rotation method is applied
to the data over the entire measurement campaign. Therefore, only preliminary
results are available up to the end of the experiment.

The following corrections are given in the order of their application. Because
some quantities, such as the stability parameter, must be calculated from the
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corrected data, but are also used in the correction algorithms, their values should be
updated iteratively. The iterations often converge after a few cycles, leading to an
improvement of the fluxes by 1% (Mauder et al. 2006).

4.2.3.2 Coordinate Rotation (Tilt Correction)

A basic condition for applying the eddy-covariance method is the assumption of a
negligible mean vertical wind component (see Eq. 2.5). Otherwise advective fluxes
must be corrected (see Sect. 3.6). This correction is called tilt correction and
includes the rotation of a horizontal axis into the mean wind direction. It is based on
works by Tanner and Thurtell (1969) and Hyson et al. (1977). The first correction is
the rotation of the coordinate system around the z-axis into the mean wind. Using
the measured wind components (subscript m), the new components are given by
(Kaimal and Finnigan 1994)

u1 ¼ um cos h þ vm sin h;

v1 ¼ �um sin h þ vm cos h;

w1 ¼ wm;

ð4:39Þ

where

h ¼ tan�1 vm
um

	 

: ð4:40Þ

For an exact orientation of the anemometer into the mean wind and for small
fluctuations of the wind direction (<30°), this rotation is not necessary (Foken
1990). The friction velocity can be calculated from the horizontal wind component
orientated into the mean wind direction; otherwise Eq. (2.26) must be applied. With
today’s high computer power, this special case has little significance.

The second rotation is around the new y-axis until the mean vertical wind
disappears (Kaimal and Finnigan 1994)

u2 ¼ u1 cos/ þ w1 sin/

v2 ¼ v1;

w2 ¼ �u1 sin / þ w1 cos /;

ð4:41Þ

where

/ ¼ tan�1 w1

u1

	 

: ð4:42Þ

Both rotations are graphically shown in Fig. 4.7a, above.
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With these rotations, the coordinate system of the sonic anemometer is aligned
with the streamlines. Over flat terrain, these rotations correct errors in the vertical
orientation of a sonic anemometer. In sloped terrain, the streamlines are not
implicitly normal to the gravity force, and at least for short averaging periods
rotations may be questionable. This is especially true for short convective events or
for flow distortion problems of the sensor, which may significantly affect the ver-
tical wind components, but are not associated with the coordinate rotations. For
convection or periods of low wind velocities, rotation angels up to 20–40° are
typical.

Therefore, the two-rotation approach requires certain quality control procedures.
However, it is the standard method in many routine monitoring networks due to its
easy application (Rebmann et al. 2012). If the data are screened for low wind
velocities (see Sect. 4.2.6) questionable large rotation angles are also excluded.

The third rotation (Fig. 4.7a, below) around the new x-axis was proposed by
McMillen (1988) to eliminate the covariance from the vertical and the horizontal,
normal to the mean wind direction, wind component (Kaimal and Finnigan 1994)

u3 ¼ u2;

v3 ¼ v2 cosw þ w2 sinw;

w3 ¼ �v2 sin w þ w2 cos w;

ð4:43Þ
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Fig. 4.7 Definition of the coordinate rotations: a double rotation (both upper figures) including a
possible third rotation (below), the measurement parameters are described with m and the numbers
indicate the rotations; b planar-fit method according to Wilczak et al. (2001), consisting in two
rotations after a linear multiple regression (both upper figures) followed by a rotation into the mean
wind field (below), with the index I describing subrotations and the apostrophe the coordinates
after rotation (Adapted from Wilczak et al. 2001, with kind permission of © Kluwer Academic
Publisher B. V. Dordrecht 2001, All rights reserved)
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where

w ¼ tan�1 v2w2

v22 � w2
2

 !
: ð4:44Þ

This rotation does not significantly influence the fluxes, and introduces some
problems. Therefore, it is recommended to use only the first two rotations (Aubinet
et al. 2000).

A rotation into the mean stream lines was proposed by Paw U et al. (2000) and
Wilczak et al. (2001). With this so called planar-fit method, the differences between
the anemometer alignment and the mean stream field for a given measurement site
is estimated over a long time period (days to weeks). The mounting and orientation
of the anemometer should not change over this period. It is therefore recommended
to combine the sonic anemometer with an inclinometer and to observe the incli-
nometer data regularly. If necessary, the anemometer must be regularly realigned
with its initial orientation.

A matrix form is suitable to describe the planar-fit method (Wilczak et al. 2001)

~up ¼ P ~um �~cð Þ; ð4:45Þ

where ~um is the vector of the measured wind velocities, ~up is the vector of the
planar-fit rotated wind velocities, ~c is an offset vector, and P is a transformation
matrix. The equations of rotations are then:

up ¼ p11ðum � c1Þ þ p12ðvm � c2Þ þ p13ðum � c3Þ
vp ¼ p21ðum � c1Þ þ p22ðvm � c2Þ þ p23ðwm � c3Þ
wp ¼ p31ðum � c1Þ þ p32ðvm � c2Þ þ p33ðwm � c3Þ

ð4:46Þ

The offset vector is necessary because, for example, the flow distortion of the
sonic anemometer generates a slightly positive vertical wind velocity (Dyer 1981),
and therefore a value of c3 which differs from zero. The offset of the horizontal
wind components can be assumed negligible. Nevertheless, before using a sonic
anemometer the offset values during calm conditions (or observed in a box) should
be controlled and if necessary corrected (see Sect. 6.2.2).

The planar-fit coordinate system fitted to the mean-flow streamlines is charac-
terized by wp ¼ 0. The tilt angels can be calculated according Eq. (4.46) with
multiple linear regressions

wm ¼ c3 � p31
p33

um � p32
p33

vm; ð4:47Þ

where p31 = sina, p32 = –cosa sinb and p33 = cosa cosb. Knowing these angles, the
coordinate system can be rotated according to Fig. 4.7b, above, in the proposed order.
This means that the rotation is first around angle a and then around b. The rotation
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angles for this method are only a few degrees. If the rotation angels differ for different
winddirections andvelocities, then thismethodmust be applied for singlewind sectors
and velocity classes. Of special importance is the length of the period for which the
coordinate rotation should be applied. Dependent on the canopy structure (deciduous
forest) and other factors this length must be individually determined (Su et al. 2008;
Siebicke et al. 2012). Therefore, with the planar-fit method fluxes cannot bemeasured
in real time.

After the rotation into the mean streamline level, each single measurement must
be rotated into the mean wind direction according to (Fig. 4.7b, below):

c ¼ arctan
vp
up

	 

ð4:48Þ

This is an absolute analogue to other rotation methods, but is applied as last
step. In general, for the single measurements a block averaging over 30 min is used.

4.2.3.3 Spectral Correction in the High Frequency Range

An important correction to the actual available turbulence spectra is the adjustment
of the spectral resolution of the measurement system. Hence, the time resolution
(time constant) of the sensor, the measurement path length, and the separation
between different measurement paths must be corrected. Currently, the correction
method according to Moore (1986) is usually applied (Foken et al. 2012c), but it
should be noted that the published software program has errors. Thus, the
stability-dependent spectral function must be taken from the original source
(Kaimal et al. 1972), see Sect. 2.5. Furthermore, the published aliasing correction
should not be applied. The spectral functions are based on a few measurements
from the Kansas experiment, and therefore its universal validity is limited.

The spectral correction is made using transfer functions (see Sect. 6.1.3). For
each combination of the path length for the vertical wind velocity of a sonic
anemometer (w) and the sensor for the determination of the relevant flux parameter
(x), there are separate filters for the time constant (s), the measurement path length
(d), and the senor separation (s), which must be determined. The product of these
single functions is the total transfer function:

Tw;xðf Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ts;wðf Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ts;xðf Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Td;wðf Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffi
Td;xðf Þ

q
Ts;w;xðf Þ ð4:49Þ

If the sensors are aligned parallel to the mean wind, the spectral correction is
partially done using the above-mentioned cross-correlation correction.

The method can also be applied using different transfer functions according to
Horst (1997) and Moncrieff et al. (1997). A comparison of both methods was
presented by Fratini and Mauder (2014). For a chosen measurement system, it is
also possible to use a simple analytical correction for a site that takes into account
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the observed spectra (Massman 2000). From Eugster and Senn (1995), a method
was proposed which is based on an electronic damping circuit.

4.2.3.4 Spectral Correction in the Low Frequency Range

Often a sampling time of 30 min is not long enough tomeasure the low frequency part
of thefluxes. In principle, the averaging interval can be extended by an elimination of a
trend, and in most cases it is sufficient to subtract only the linear trend. This of course
involves the danger that the low frequency events, which are not associated with
turbulent fluxes, contribute to the calculated flux (Finnigan et al. 2003).

It is therefore advised to test if the flux has its maximum value within the usual
averaging time. This is done using the so called ogive test (Desjardins et al. 1989;
Oncley et al. 1990; Foken et al. 1995). It is calculated using the cumulative integral
of the co-spectrum of the turbulent flux beginning with the highest frequencies:

Ogw;xðf0Þ ¼
Zf0
1

Cow;x fð Þdf ð4:50Þ

If the value of the integral approaches a constant value (flux) for low frequen-
cies, and if an enhancement of the averaging interval gives no significant changes,
then no additional correction is necessary (Fig. 4.8).
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Fig. 4.8 Converging ogive (Oguw) and co-spectrum (f COuw) of the momentum flux during the
LITFASS-2003 experiment (June 09, 2003, 12:30–16:30 UTC, Foken et al. 2006, published with
kind permission of © Authors 2006, CC Attribution 3.0 License, All rights reserved)
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For the LITFASS-2003 experiment, the ogive converged within an averaging
time of 30 min in about 80% of all cases (Foken et al. 2006; Charuchittipan et al.
2014). In the remaining cases, which occurred mainly during the transition periods
of the day when fluxes are typically low, the ogives did not converge or reached a
maximum value before the integration time of 30 min, and then decreased. By
applying the ogive correction for low frequency fluxes of the investigated data set,
the fluxes would increase less than 5%. The ogive correction is currently not
routinely applied.

4.2.3.5 Correction of the Buoyancy Flux

The temperature measured with sonic anemometers is the so-called sonic temper-
ature (Kaimal and Gaynor 1991):

Ts ¼ T 1 þ 0:32 e=pð Þ ð4:51Þ

It differs only slightly from the virtual temperature (see Eq. 2.14):

Tv ¼ T 1 þ 0:38 e=pð Þ ð4:52Þ

Therefore, the heat flux measured with the sonic temperature is approximately
equal to the buoyancy flux. To transfer the measured buoyancy flux into the sen-
sible heat flux, the Reynolds decomposition of Eq. (4.51) must be used in
Eq. (4.33). It must be noted that the sound signal is modified depending on the
construction of the sonic anemometer and the cross wind velocity. Schotanus et al.
(1983) developed a correction method which is widely used. Analogue to the WPL
correction, which is described in the following section, it should be named
SND-correction after the three developers Schotanus, Nieuwstadt, and DeBruin. It
is valid only for vertical measurement paths. For currently available sonic
anemometers, Liu et al. (2001) adapted the method including the so called cross-
wind correction:

qcp w0T 0� � ¼ q cp
w0T 0

s þ 2T
c2

u u0w0 A þ v v0w0B
� �
1 þ 0:51 Tcp

kBo

ð4:53Þ

Because most of the producers include the crosswind correction in the sensor
software, the second term in the enumerator of Eq. (4.53) can be neglected. The
coefficients A and B for different types of sonic anemometers are given in
Table 4.11.
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4.2.3.6 WPL-Correction

Webb et al. (1980), discussed the necessity for a density correction (WPL-correction
according to Webb, Pearman, and Leuning, formerly also called Webb-correction),
which is caused by ignoring density fluctuations, a finite humidity flux at the
surface, and the measurement of gas concentration per volume unit instead of per
mass unit. A review of the continuing discussions over the last 20 years is given by
Fuehrer and Friehe (2002). A different approach uses density-weighted averaging
according to Hesselberg (1926), Kramm et al. (1995), and Kramm and Meixner
(2000). However, the application of this approach would lead to inconsistencies in
this book; therefore in the following, the version by Webb et al. (1980) is used.
Webb et al. (1980) begin their derivation assuming dry air while Bernhardt and
Piazena (1988) assume moist air. The differences between both methods are neg-
ligible. Nevertheless, recently several critical notes related to the WPL correction
were published (see Sect. 4.2.4). Therefore Leuning (2007) summarized the method
again (see also Foken et al. 2012c).

The total flux measured per unit mass, must be represented by the specific
content of the matter qc, according to the relation

Fc ¼ qwqc ¼ qw qc þ qwð Þ0q0c: ð4:54Þ

Using the partial density

qc ¼ q qc ð4:55Þ

the relation per unit volume is

Fc ¼ qwqc ¼ w qc þ w0q0c; ð4:56Þ

which is applied in measurements. The mean vertical wind velocity is included in a
correction term, which is given in the following form (Webb et al. 1980; Foken
et al. 2012c):

Fc ¼ w0q0c þ 1:61
qc
qw

w0q0w þ ð1 þ 1:61qÞ qc
T
w0T 0; ð4:57Þ

Table 4.11 Coefficients for Eq. (4.53) according to Liu et al. (2001), u: angle between the
measurement axis and the horizontal line for different presently used sonic anemometer types.
Except for the USA-1 without turbulence module, these corrections are already included in the
sensor software

Factor CSAT3 USA-1 Solent Solent-R2

A 7/8 3/4 1–1/2 � cos2u ½

B 7/8 3/4 1–1/2 � cos2u 1
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with ML/Mw = 1.61. Thus, it this follows that the measurement of trace gas fluxes
always requires simultaneous measurements of the water vapour concentration and
the latent heat flux. For the measurement of the latent heat flux a simpler equation
can be applied:

QE

k q
¼ ð1 þ 1:61 qÞ w0qw0 þ qc

T
w0T 0

	 

; ð4:58Þ

The WPL-correction is large if the turbulent fluctuations are small relative to the
mean concentration. For example, this is the case for carbon dioxide where cor-
rections up to 50% are typical. For water vapour flux, the corrections are only a few
percent because the effects of the Bowen ratio and the sensible heat flux balance
each other (Liebethal and Foken 2003, 2004).

The conversion from volume into mass-related values using the WPL-correction
is not necessary if the water vapour concentrations or the concentrations of other
gases are transferred into mol per mol dry air before the eddy-covariance is cal-
culated. Some manufacturers offer this sensor-internal conversion. The
WPL-correction can be omitted for closed path sensors and if heated tubes that
eliminate temperature fluctuations are used. However, this must be controlled and
possibly corrected (Leuning and Judd 1996; Ibrom et al. 2007a; Foken et al. 2012c),
otherwise too low fluxes are measured.

4.2.4 Corrections in Question

4.2.4.1 Flow Distortion Correction

Already Dyer (1981) pointed out that sonic anemometers generate a small updraft,
which can be corrected with a coordinate rotation (see Sect. 4.2.3.2). The appli-
cations of the flow distortion correction need some care because these are deter-
mined in the wind tunnel, but these corrections have much lower values in the
atmosphere (Högström and Smedman 2004). In the literature the transducer cor-
rection and the angle of attack correction are discussed.

4.2.4.2 Transducer Correction

Disturbances of the wind field are the most important sources of errors for sonic
anemometers. The reasons are the installations of the sensors and the size of the
transducers. For new sensors, a large ratio of the path length, d, to the transducer
diameter, a, of up to d/a = 50 is required, because under these circumstances the
influences of flow distortion are small. Furthermore, the angle, h, between the wind
vector and the path should be large. The results are based on wind tunnel
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investigations of Kaimal (1978) and Kaimal et al. (1990) for a sonic anemometer
with orthogonal measurement paths. For a ratio d/a = 15, the deviations are
(Kaimal and Finnigan 1994):

udð Þmeans
ud 0:82 þ 0:18 � h=75ð Þ; 0	 � h � 75	

ud; 75	 � h � 90	

� �
ð4:59Þ

Due to these results the vertical wind velocity should not be measured with a
vertical path but with a path that is not affected by the wind direction
(omni-directional, Fig. 6.14, Zhang et al. 1986).

Recently some papers explained a reduction of the vertical wind velocity by a
transducer effect (Frank et al. 2013; Horst et al. 2015) and proposed to apply
corrections similar to Eq. (4.59). These measurements were not done in a wind
tunnel and a benchmark is missing. Therefore, applying these corrections is not
recommended.

4.2.4.3 Angle of Attack Correction

The angle of attack correction assumes that turbulence elements move through the
sonic anemometer on waveform patterns and thus reach the anemometer at a
specific angle. As a consequence, the vertical and horizontal wind component
should be highly correlated, which is however not the case (see Sect. 4.2.5). Nakai
et al. (2006) developed a correction approach in the wind tunnel. The measurements
were repeated in a turbulent field with inclined sonic anemometers (Nakai and
Shimoyama 2012), but the measurement setup was questionable. The correction
should only be applied with care. Only corrections for non-inclined streamlines that
correct the effects of anemometer mounts should be used.

4.2.4.4 Modification of the WPL-Correction

Using an alternative approach based on moist air, Liu (2005) found significant
differences in the corrections of carbon dioxide fluxes. However, Kowalski (2006),
Massman and Tuovinen (2006), and Leuning (2007) have shown that this alter-
native correction is based on wrong assumptions.

Liu also proposed a correction of the energy balance closure (see Sect. 3.8, Liu
et al. 2006), which is however based on the correction with the Bowen-ratio method
(Twine et al. 2000). Assuming more realistic corrections for energy balance closure,
this method would be definitely applicable.
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4.2.4.5 Correction of the Specific Heat

Due to the presentation by Stull (1988) of the correction of humidity-dependent
fluctuations of the specific heat proposed by Brook (1978), which is some per-
centage of the flux, this correction is often used. However, shortly after the pub-
lication of this correction several authors (Leuning and Legg 1982; Nicholls and
Smith 1982; Webb 1982) showed the this correction is based on incorrect condi-
tions, and should never be used.

4.2.4.6 Advection Correction

Matter exchange and especially vertical fluxes in complex terrain motivated the
advection corrections proposed by Lee (1998). This correction increases the low
fluxes at night by application of the following equation for the vertical advection

FVA ¼ w vc Zmð Þ � vc
j k

ð4:60Þ

where vc is the mixing ratio measured from the ground up to the measurement
height. The discussion has shown (Finnigan 1999; Paw U et al. 2000) that the
vertical advection cannot be separated from other advection terms as shown in
Sect. 3.6. The correction is no longer recommended (Foken et al. 2012c).

4.2.4.7 Burba Correction

Erroneous measurements with open-path gas analysers for low temperatures trig-
gered investigations of the effects of free convection on the measured flux between
the heated radiation source and the receiver (LiCor 7500, Grelle and Burba 2007)
and to formulate a correction (Burba et al. 2008). At times, these corrections were
found to be too large (Järvi et al. 2009; Oechel et al. 2014). Additionally,
miss-interpretations may have affected the derivation. Thus, applying the correction
is not recommended. Instead, open-path gas analysers should be tilted such that any
possible convection does not reach the receiver. Furthermore, the temperature of the
radiation source was reduced by the producer.

4.2.5 Quality Assurance

Turbulence measurements with the eddy-covariance method cannot be controlled in
a simple way with plausibility tests (see Sect. 6.3.1). The quality assurance of
turbulence measurements is a combination of the complete application of all cor-
rections and the exclusion of meteorological influences such as internal boundary
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layers, gravity waves, and intermitted turbulence. The main aim of the control of the
data quality is to validate if, under given meteorological conditions, the simplifi-
cations of Eq. (4.32) are warranted (see Sect. 2.1.2). Quality tests (Kaimal and
Finnigan 1994; Foken and Wichura 1996; Foken et al. 2004) are used to validate
the theoretical assumptions of the method such as steady-state conditions, homo-
geneous surfaces, and developed turbulence.

For the eddy-covariance method, steady states are required. Meteorological
measurements fulfil these conditions for short time periods up to one hour only
roughly. There are several tests, which can be used directly or indirectly. For
example, stationarity can be determined by examining the fluxes for different
averaging times (Gurjanov et al. 1984; Foken and Wichura 1996). In this way, the
flux is determined once over M short intervals each of only about 5 min duration,
and then the average over the short time intervals is calculated (Remark: x0y0

� �
5min

means that this is a 30 min average calculated from 5 min averages):

x0y0
� �

i ¼
1

N � 1

X
j

xj yj � 1
N

X
j

xj
X
j

yj

 !" #

x0y0
� �

5min ¼
1
M

X
j

ðx0y0Þi
ð4:61Þ

Next, the flux is calculated over the whole averaging interval (e.g. 30 min):
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ð4:62Þ

Steady-state conditions can be assumed, if both results do not differ by more than
30%. A gradation of the differences can be used as a classification of the data
quality:

Stat ¼ x0y0
� �

5min� x0y0
� �

30min

x0y0
� �

30min

�����
����� � 100% ð4:63Þ

From Vickers and Mahrt (1997), two tests were proposed, which give similar
results. They calculate the skewness and excess of the time series. For values of
skewness >|2| and values of excess <1 and >8, the authors suggested a bad data
quality, and for skewness >|1| and excess <2 and >5 medium data quality is
assumed. For wind components, the data at the beginning and end of a time series
are compared. The difference of these values normalized by the mean wind velocity
must fulfill the relation
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u1 � uN
�u

��� ���\0:5; ð4:64Þ

if the time series can be accepted as steady-state. This method does not always
correctly identify unsteady conditions in the middle of the measurement interval.

The steady-state test often identifies large sudden jumps in the signal, a constant
signal for a certain time, or changes of the signal level. The reason for these events
is often an electronic one. Mahrt (1991) proposed a test using the Haar-wavelet for
which the time of events can be well located. The test can also identify periods of
intermittent turbulence.

The development of the turbulence can be investigated with the flux-variance
similarity described in Sect. 2.4 (Foken and Wichura 1996). In this case, the
measured integral turbulence characteristics (ITC) are compared with the modelled
characteristics according to Tables 2.13 and 2.14. A good data quality is assumed
for differences less than about 30%.

ITC ¼
rx
X�

� �
Modell

� rx
X�

� �
Messung

rx
X�

� �
Modell

�������
������� � 100% ð4:65Þ

In a similar way, the comparison of the correlation coefficient between values
used in the flux calculations with the mean values can be used for quality assurance
testing (see Table 4.16 in Sect. 4.3, Kaimal and Finnigan 1994).

Additionally, the wind components should be included in a system of quality
control tests. The mean vertical wind must be low such that over flat terrain and for
horizontal wind velocities <5 m s−1 it is <0.15–0.20 m s−1. For sonic anemometers
with a limited range of acceptable wind directions, measurements within an inflow
sector that is affected by instrument mounts should be excluded. The excluded
region should be based on the typical standard deviation of the wind direction at a
particular site and given micrometeorological conditions, but is typically ±30–40°.
For sonic anemometers with unlimited inflow angles (omni-directional) the flow
through instrument mounts and sensor heads can reduce the overall data quality.

An evaluation system for turbulent fluxes consists of two steps: The single tests
should be evaluated according to the threshold values and corresponding data
quality classes (Table 4.12) and the overall quality of a measurement is expressed
as an appropriate combination of the single tests (Table 4.13). The highest priority
should be given to the steady-state test. Note that for the test on integral turbulence
characteristics for neutral stratification, the errors in the determination of the
characteristics for scalars can be very high. This test should not be overly inter-
preted, and the test on the characteristics of the wind parameters should dominate.
In any case, the classification results of the single tests should be stored to have
them available later in cases of doubt. The classification according to Table 4.12
was done such that classes 1–3 have a high accuracy and the data can be used for
basic research. Classes 1–6 can be used for long-term measurements of fluxes
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without limitations. Measurements of the classes 7–8 should only be used for
ballpark estimates and should, if necessary, be deleted while data in class 9 are
always removed. In several papers, certain classes were also combined (Rebmann
et al. 2005; Mauder et al. 2013).

With the discussed approach, any erroneous measurements should be success-
fully detected and removed. If this is not the case, or if the tests can only be partially
applied, it is possible to screen the data using final tests (Papale et al. 2006).

Table 4.13 Proposal for the combination of single quality tests (Table 4.12) to an overall data
quality of flux measurements (Foken et al. 2004, 2012c)

Overall
quality

Steady
state

Integral turbulence
characteristics

Horizontal inflow
sector

1 1 1–2 1–5

2 2 1–2 1–5

3 1–2 3–4 1–5

4 3–4 1–2 1–5

5 1–4 3–5 1–5

6 5 � 5 1–5

7 � 6 � 6 � 8

8 � 8
� 8

� 8
6–8

� 8
� 8

9 One ranging 9

Table 4.12 Classification of the data quality of the steady-state test according to Eq. (4.63); the
comparison of the integral turbulence characteristics with model assumptions according to
Eq. (4.65) and Tables 2.13 and 2.14, and the wind criteria, for example for the sonic anemometer
CSAT3 (Foken et al. 2004, 2012c)

Steady state, differences Integral turbulence
characteristics,
differences

Horizontal inflow sector
for CSAT3

Class Range (%) Class Range (%) Class Range (°)

1 0–15 1 0–15 1 ±0–30

2 16–30 2 16–30 2 ±31–60

3 31–50 3 31–50 3 ±60–100

4 51–75 4 51–75 4 ±101–150

5 76–100 5 76–100 5 ±101–150

6 101–250 6 101–250 6 ±151–170

7 251–500 7 251–500 7 ±151–170

8 501–1000 8 501–1000 8 ±151–170

9 >1000 9 >1000 9 >±171
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Analogue to Eq. (4.38), this final screening also uses the absolute deviation from
the median MAD but the parameter q can be reduced (4 or 5.5).

4.2.5.1 Gap Filling

The application of the eddy-covariance method in long-term measurement pro-
grams such as the international FLUXNET programme (Baldocchi et al. 2001)
requires objective methods on how to handle missing data. This is because with
such measurement programs annual sums such as the Net Ecosystem Exchange
(NEE) are determined. In substance, two types of missing data must be corrected.
One type is missing data from single systems due to meteorological influences such
as heavy rain or failure of the whole system. The second type is data that must be
replaced. If, for example, during the night no turbulent exchange conditions exist,
then the measurement method no longer works satisfactorily. For the measurements
of carbon dioxide fluxes, the methods of gap filling are well developed (Falge et al.
2001; Hui et al. 2004; Gu et al. 2005; Reichstein et al. 2005; Moffat et al. 2007;
Lasslop et al. 2010). Nevertheless these methods, which use an approach for the
carbon assimilation at daytime and a different approach for respiration, are still
under discussion. Recently, gap filling with models (e.g. Papale and Valentini
2003) are applied.

The determination of the carbon uptake (NEE) at daytime takes place with the so
called Michaelis-Menton function (Michaelis and Menton 1913; Falge et al. 2001),
which must be evaluated for different temperature classes and the global radiation:

Qc;Tag ¼ aK # Qc;sat

a K # þ Qc;sat
þ QR;Tag ð4:67Þ

where Qc,sat is the carbon flux for light saturation (K# = ∞), QR is the respiration at
daytime, and a and Qc,sat must be determined with multiple regression using data
from an available dataset for the specific measurement site.

The respiration of an ecosystem can be determined with the Lloyd-Taylor-
function (Lloyd and Taylor 1994; Falge et al. 2001)

QR ¼ QR;10e
E0

1
283:15K�T0

� 1
T�T0

h i
; ð4:68Þ

where QR,10 is the respiration at 10 °C, T0 = 227.13 K (Lloyd and Taylor 1994),
and E0 describes the temperature dependence of the respiration. The parameters of
this equation are determined from nighttime (K# < 10 W m−2) eddy-covariance
measurements with the assumption that for such low radiation fluxes only the
respiration can be measured. The coefficients are determined also for temperature
classes (Fig. 4.9).

While the Michaelis-Menton function is in general used for gap filling for the
daytime, the Lloyd-Taylor function must be used at night because of low
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turbulence. The decision regarding the application follows from the so called u�-
criterion (Goulden et al. 1996). Therefore, the respiration is normalized to exclude
the temperature sensitivity using a model calculation according to Eq. (4.67), and
plotted as a function of the friction velocity u�. Above a certain friction velocity, the
normalized respiration is constant. Measurements with a lower friction velocity are
gap filled. Typical threshold values are in the range u� = 0.3–0.4 m s−1. However,
such a threshold value cannot be determined for all stations (Gu et al. 2005).

It must be noted that for both methods the equations for the carbon flux during
the day and the respiration during the night are climatological parameterizations.
These can have significant differences from the individual values. The determina-
tion of the respiration relationships is particularly difficult because of the large
scatter of the data (Fig. 4.9). It is recommended to use medians for the temperature
classes. Due to the application of the u�-criterion only few data are available with
low turbulent conditions. Therefore, an over-parameterization of the respiration
may be possible. Very critical is the situation in winter, when many data are
missing. In this case, data for many years should be used for the calculation of the
parameterization. Also the assimilation is difficult to parametrize in winter time,
because the parametrization is based on few sunny weather periods. It is very useful
to set the assimilation to zero for periods without biological activity if the inves-
tigations aim at the determination of annual sums (Lindauer et al. 2014).

A more objective approach seems to be the application of the quality criterion for
turbulent fluxes as introduced in Sect. 4.1.3 (Ruppert et al. 2006b). According to
this, very high data quality is used to determine the Michaelis-Menton and
Lloyd-Taylor functions. Then both functions are used to fill gaps of data with low
data quality. The benefit of this method is that nighttime data with high data quality
and low friction velocity can be used to parameterize the Lloyd-Taylor function. On
the other hand, daytime values with low data quality must be gap filled. However,
this approach requires the availability of raw data.

Fig. 4.9 Calculation of the
respiration from NEE
measurements at night as a
function of air temperature at
2 m height according to
Eq. (4.67), grey line. Circles
are the medians of 2°-classes,
points are individual values
(Adapted from Ruppert et al.
2006b, with kind permission
of © Elsevier Science AG
Oxford 2006, All rights
reserved)
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For the gap filling of evapotranspiration data the modelling with the
Penman-Monteith-approach or, if using a correction factor, also with the
Priestley-Taylor-approach can be applied (see Sect. 5.1.2).

4.2.6 Overall Evaluation

Due to the very complicated algorithms of the eddy-covariance method, errors
cannot easily be estimated according to the error propagation law (Huges and Hase
2010). Nevertheless Mauder et al. (2006) have tried using sensor and software
comparisons during the experiments EBEX-2000 and LITFASS-2003 to determine
the accuracy of the measurement method. A significant dependence was found on
the type of sonic anemometer (compare Table 6.8) and on the data quality. The
results are summarized in Table 4.14.

Hollinger and Richardson (2005) have tried to evaluate the uncertainty of the
eddy-covariance method using data from two instrumented towers with the same
footprint. For climatological analyses, a comparison of different years is possible
(Richardson et al. 2006). Quite promising are statistical methods. Hereby, it must be
noticed that the time series used for the eddy-covariance are auto-correlated and the
usual statistical criterions for random numbers cannot be applied (Bartels 1935).
Approaches by Lenschow et al. (1994) and Finkelstein and Sims (2001) obviously
account for this limitation. Thus, according to Mauder et al. (2013) the noise of the
errors ex and ey is

rnoicecovariance ¼
ffiffiffiffi
1
N

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ex2y02 þ ey2x02

q
ð4:68Þ

and the statistical error following the error propagation law (Huges and Hase 2010),
e.g. for the friction velocity, is

rs ¼ q
u�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u0w02r2

u0w0 þ v0w02r2
v0w0

q
: ð4:69Þ

Table 4.14 Evaluation of the accuracy of the eddy-covariance method on the basis of the results
of the experiments EBEX-2000 and LITFASS-2003 (Mauder et al. 2006) dependent on the data
quality (Sect. 4.2.5) and from the type of the sonic anemometer (Table 6.8, Foken and Oncley
1995)

Sonic anemometer Data quality class Sensible heat flux Latent heat flux

Type A,
e.g. CSAT3

1–3 5% or 10 W m−2 10% or 20 W m−2

4–6 10% or 20 W m−2 15% or 30 W m−2

Type B,
e.g. USA-1

1–3 10% or 20 W m−2 15% or 30 W m−2

4–6 15% or 30 W m−2 20% or 40 W m−2
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The method leads to results comparable with Table 4.14. Systematic errors
essentially are the unclosed energy balance (see Sect. 3.8) and a limited footprint
(see Sect. 3.4).

It is seen that the eddy-covariance method (Table 4.15) is the only direct
measurement method and the most accurate with the largest time resolution.
However, it needs also the most comprehensive knowledge and great experimental
effort.

4.3 Flux-Variance Relations

The flux-variance relation (variance method) according to Sect. 2.4 allows the
calculation of fluxes using the measured variance of a meteorological parameter and
the integral turbulence characteristics. Many investigations of this method have
been made. However, the variance method has never reached a practical relevance
even though the method has an accuracy comparable to the eddy-covariance
method (Tsvang et al. 1985). Thus, the application of the variance method
according to Eqs. (2.105) and (2.106) as well as Tables 2.13 and 2.14 is possible.

The equations can also be derived from the definition of the correlation coeffi-
cient or the covariance. Therefore, the method is often called eddy-correlation
method, which should not be confused with the eddy-covariance method:

rwX ¼ w0X 0

rw rX
¼ FX

rw rX
ð4:70Þ

rwY ¼ w0Y 0

rw rY
¼ FY

rw rY
ð4:71Þ

Table 4.15 Evaluation of the eddy-covariance method

Criterion Evaluation

Area of application Basic research and expensive continuous measurement programs

Financial expense 10–50 k€ per system

Personal expense Continuous scientific and technical support

Education Good micrometeorological and measurement technique
knowledge

Error Depending on the micrometeorological conditions 5–10%

Sampling 10–20 Hz

Time resolution of fluxes 10–60 min

Application for chemical
compounds

Selected inert gases (gas analysers with high time resolution)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary,
depending on the senor, possible precipitation
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By assuming the same values for the correlation coefficients (Table 4.16),
well-known standard deviations, and one well-known flux, a second flux can be
determined. The sign of the flux must be determined by additional measurements,
e.g. by measurements of the temperature gradient:

FXj j ¼ FYj j rX
rY

ð4:72Þ

The standard deviations can be determined using a lower frequency spectral
range, than the necessary spectral range of the eddy-covariance method for the
reference flux. This method can, for example, be applied, if only one of the two gas
fluxes can be measured with high time resolution using the eddy-covariance
method.

Furthermore the flux can also be determined according to Eq. (4.65), if the
correlation coefficient is well known:

FX ¼ rwXrw rX ð4:73Þ

The correlation coefficient can be roughly parameterized according to the
stratification (Table 4.16)

rwX ¼ ~uð1Þ: ð4:74Þ

But the parameterization lacks a sufficient data basis.
An evaluation of the practically rarely used flux-variance method is given in

Table 4.17. Due to the methodical and technical progress of the eddy-covariance
method, this method has only historical relevance.

4.4 Accumulation Methods

4.4.1 Eddy-Accumulations-Method (EA)

The basic idea of the eddy-accumulation method (conditional sampling) originates
in the work of Desjardins beginning in 1972 (Desjardins 1977). He assumed that
the covariance of the turbulent flux could be averaged separately for positive and
negative vertical wind velocities:

Table 4.16 Typical values of the correlation coefficient between the vertical and horizontal wind
components and between vertical wind component and temperature

Author ruw rwT
Kaimal and Finnigan (1994) −0.35 0.5 (unstable)

−0.4 (stable)

Arya (2001) −0.15 0.6 (unstable)
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w0c0 ¼ wþc þ w�c ¼ wþ þ w�ð Þ�c þ wþc0 þ w�c0

wþ þ w�ð Þ ¼ �w ¼ 0
ð4:75Þ

Realization of this direct measurement technique should be done by concen-
tration measurements in two separate reservoirs for positive and negative vertical
wind velocities weighted with the actual vertical wind velocity (Fig. 4.10).
However, the therefore necessary valve control technology did not yet exist.

However, the conditional sampling method has still a practical relevance in data
analysis. For data with a high temporal resolution of the vertical wind velocity and a
scalar, the time series can be conditionally sampled according to Eq. (4.75). If it is
possible to fulfil the condition w ¼ 0, fluxes can be calculated without the
assumption of steady state conditions.

w w

w

+ c

c-

t

Fig. 4.10 Schematic view of
the eddy-accumulation
method (Adapted from Foken
et al. 1995, with kind
permission of © Gebr.
Borntraeger Verlagsgesell-
schaft Stuttgart 1995,
www.schweizerbart.de,
All rights reserved)

Table 4.17 Evaluation of the flux-variance method

Criterion Evaluation

Area of application Basic research

Financial expense 2–10 k€ per system

Personal expense Continuous scientific and technical support

Education Good micrometeorological and measurement technique
knowledge

Error Depending on the micrometeorological conditions 10–30%

Sampling 10–20 Hz (probably lower)

Time resolution of fluxes 10–30 min

Application for chemical
compounds

Selected inert gases (gas analysers with high time resolution)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary, if
necessary similarity of the scalars
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4.4.2 Relaxed Eddy-Accumulation Method (REA)

The work of Businger and Oncley (1990) was a technical breakthrough for the
accumulation method. They combined the eddy-accumulation method
(EA) according to Eq. (4.75)with theflux-variance similarity according to Eq. (2.97).
Their method becomes an indirect method:

w0c0 ¼ brw cþ � c�ð Þ ð4:76Þ

where the coefficient b = 0.627 for an ideal Gaussian frequency distribution
(Wyngaard and Moeng 1992), otherwise low variations occur which are also
probably different for different gases (Businger and Oncley 1990; Oncley et al.
1993; Pattey et al. 1993):

b ¼ rwcrc
cþ � c�ð Þ ¼ 0:6 
 0:06 ð4:77Þ

The coefficient b is to a large extent independent of the stratification. This is
probably due to the opposite stability dependency of the integral turbulence char-
acteristics for the vertical wind and matter (Foken et al. 1995). The relaxed
eddy-accumulation (REA) method is schematically shown in Fig. 4.11. The
weighting of the concentrations is no longer necessary, but the high switching
frequency of the valves for zero passages of the vertical wind is still necessary.

A further improvement was realized with the modified relaxed
eddy-accumulation method (MREA) according to Businger and Oncley (1990),
which is of practical use and generally called REA. In this method, the air in the
case of positive and negative maximal values of the vertical wind velocity are
collected into two separate reservoirs; for fluctuations around zero the air is rejected
or collected in a control volume (Fig. 4.12).

Equations (4.76) and (4.77) get the following modifications

w0c0 ¼ brw cþ ðw[w0Þ � c�ðw\� w0Þ
� �

ð4:78Þ

w

t

c [w   ]

c [w  ]

+

-

Fig. 4.11 Schematic view of
the relaxed
eddy-accumulation method
(Adapted from Foken et al.
1995, with kind permission of
© Gebr. Borntraeger Verlags-
gesellschaft Stuttgart 1995,
www.schweizerbart.de,
All rights reserved)
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with

b w0=rwð Þ
bð0Þ ¼ e�

3
4w0=rw 
 0:012: ð4:79Þ

The threshold value w0 depends on the experimental conditions and the sampled
gas. Thus, the parameter b must be updated using a parallel simulation with a proxy
parameter, e.g. the temperature or the water vapour:

b ¼ w0c0proxy

rw cþ
proxyðw[w0Þ � c�proxyðw\� w0Þ

� � ð4:80Þ

Simulation experiments have shown (Ruppert et al. 2006a) that the optimal value
for b is approximately 0.6. The accuracy of the method is up to one order lower if a
constant b-value is used as compared to the determination with a proxy value. It
must be taken into consideration that scalars act similar only for small eddies
(Pearson et al. 1998). This is not the case for the application of larger eddies
(Ruppert et al. 2006a). This so-called scalar similarity can also change during the
daily cycle (see also Sect. 3.5.5). Therefore the choice of the proxy scalar must be
made very carefully. The method fails for low fluxes, which are not only caused by
the daily cycle but also the ecosystem. For instance, this is the case about two
weeks after the mowing of a meadow (Riederer et al. 2014).

For the implementation of the method, the measurement system must be adapted
to the streamlines by a coordinate transformation, and the planar-fit method
(Wilczak et al. 2001) is recommended (see Sect. 4.2.3.2). Furthermore attention
must be paid so that the integral turbulence characteristics of the vertical wind
velocity, which must follow the known dependencies, are not specifically modified
by the measurement site. An overall evaluation is given in Table 4.18.

Often, the accuracy of gas analyzers is not high enough to accurately detect
concentration differences between both reservoirs. This can be overcome by the
hyperbolic relaxed eddy-accumulation method (HREA), which is based on an idea
by Shaw (1985). Bowling et al. (1999) and Wichura et al. (2000) expanded this
method for operational applications for carbon dioxide isotope fluxes. In this

w

t

c [w   ]

c [w  ]

+

-

±wo

Fig. 4.12 Schematic view of
the modified relaxed
eddy-accumulation method
(Adapted from Foken et al.
1995, with kind permission of
© Gebr. Borntraeger
Verlagsgesellschaft Stuttgart
1995, www.schweizerbart.de,
All rights reserved)
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method, only air is collected outside a hyperbolic curve, which must be defined for
each particular study (Fig. 4.13)

w0

rw

c0

rc

����
����[D for w[ 0; ð4:81Þ

w0

rw

c0

rc

����
����[D for w\0: ð4:82Þ

The hyperbolic relaxed eddy-accumulation method requires considerable efforts
to accurately determine the dead band. The value calculated by Bowling et al.
(1999) D = 1.1 is probably too large so that only extreme events are collected

Table 4.18 Evaluation of the relaxed eddy accumulation method (REA)

Criterion Evaluation

Area of application Basic research and extravagant continuous measurement
programs

Financial expense 10–50 k€ per system

Personal expense Continuous scientific and technical support

Education Good micrometeorological and measurement technique and
probably also chemical knowledge

Error Depending on the micrometeorological conditions 5–20%

Sampling 10–20 Hz

Time resolution of fluxes 30–60 min

Application for chemical
compounds

Selected inert gases (gas analysers with high time resolution)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary, similarity
of turbulent scales of the scalars, no local influences on integral
turbulence characteristics

Fig. 4.13 Schematic view of
the hyperbolic relaxed
eddy-accumulation method
(Adapted from Ruppert et al.
2002, with kind permission of
© Authors 2002, All rights
reserved)
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which are not adequately distributed among the quadrants. A simulation study by
Ruppert et al. (2006a) showed that an optimal value is D * 0.8. An adequate
choice of the proxy scalar and the control of the scalar similarity of the measured
quantity and proxy parameters are very important. Deviations have a much larger
effect than in the case of the simple REA method.

The benefit of the hyperbolic relaxed eddy-accumulation method, the significant
increase of the concentration differences in both reservoirs, may be compensated by
the high standards needed for turbulent similarity relations being applicable. An
overall evaluation is given in Table 4.19.

Besides improved analyzers for trace gases, which allows the application of the
eddy-covariance method (see Sect. 4.2) or at least of the disjunct eddy-covariance
method (see Sect. 4.4.3), there are still single REA applications such as for nitrous
acid (HONO, Ren et al. 2011), peroxyacetyl nitrate (PAN, Moravek et al. 2014) or
13C isotopes (Riederer et al. 2014). Because these systems need longer suction
tubes, the triggering of the valves based on the vertical wind velocity must be
highly accurate and timed correctly (Moravek et al. 2013).

4.4.3 Disjunct Eddy-Covariance Method (DEC)

Up to now, only methods have been discussed which can be used for inert gases or
gases that do not react during their stay in the reservoirs. Gas analyzers with
sampling rates of about 10–20 Hz are necessary for the measurement of turbulent
fluxes with the eddy-covariance method. Such instruments are available for only a
few gases such as ozone. The basic idea of the disjunct eddy-covariance method
borrows from the eddy-covariance method for aircraft measurements and is
therefore a direct measurement method. Due to the velocity of the aircraft and the

Table 4.19 Evaluation of the hyperbolic relaxed eddy accumulation method (HREA)

Criterion Evaluation

Area of application Basic research

Financial expense 10–50 k€ per system

Personal expense Intensive scientific and technical support

Education Good micrometeorological and measurement technique and
probably also chemical knowledge

Error Depending on the micrometeorological conditions 5–20%

Sampling 10–20 Hz

Time resolution of fluxes 30–60 min

Application for chemical
compounds

Selected inert gases (gas analysers with high time resolution)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary, similarity
of turbulent scales of the scalars, no local influences on integral
turbulence characteristics
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nearly identical sampling frequencies as for surface measurements, the sampling
frequency cannot be optimized according to the sampling theorem (see Sect. 6.1.2)
to resolve the turbulent eddies. According to investigations by Lenschow et al.
(1994), it is possible to estimate fluxes for a fully-developed turbulent regime even
when the sampling frequency is low in comparison to the eddy size. This means a
larger separation in time (disjunct) of the single samples.

This is the benefit of the disjunct eddy-covariance method where samples are
taken only in certain time intervals. Although the direct sampling is taken over a
time interval <0.1 s, it may take the gas analyzer several seconds to record the data
due to its high inertia, assuming no remarkable reactions occur during this time.
Based on simulations, the time difference between two samplings should be in the
range of 1–30 s to get the errors comparable to the eddy-covariance method. The
method was successfully applied several times (Rinne et al. 2000; Ammann et al.
2006; Held et al. 2007; Schmidt and Klemm 2008; Turnipseed et al. 2009), amongst
others with mass spectrometers for reactive gases and aerosols. An overview of the
method was given by Rinne and Ammann (2012) and an evaluation of the method
is given in Table 4.20.

4.4.4 Surface Renewal Method

The surface renewal method (Paw U et al. 1995) is based on the concept of eddy
accumulation (conditional sampling). Instead of turbulence measurements, ramp
structures in concentration time series over the vegetation are detected of (see
Sect. 3.5.2). Due to the constant renewal of these structures, the flux can be defined
based on storage depletion. The concept was derived for the sensible heat flux but it
can also be applied for matter fluxes. The sensible heat flux is defined as the

Table 4.20 Evaluation of the disjunct eddy-covariance method (DEC)

Criterion Evaluation

Area of application Basic research

Financial expense 10–100 k€ per system

Personal expense Intensive continuous scientific and technical support

Education Good micrometeorological, measurement technique and
chemical knowledge

Error Depending on the micrometeorological conditions 5–20%

Sampling 1–30 s, sampling duration <0.1 s

Time resolution of fluxes 30–60 min

Application for chemical
compounds

Selected inert gases (gas analysers with time
resolution <30 s)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary
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temperature change in time in a volume V above an area A, where V/A can be used
as canopy height zB:

QH ¼ q cp
dT
dt

V
A

	 

ð4:83Þ

Ramp structures such as those shown in Fig. 4.14 for stable and unstable
stratification form the basis (Paw U et al. 1995; Snyder et al. 1996). Accordingly,
the temperature change in time dT/dt in Eq. (4.83) can be substituted by a/l and is
multiplied with the relative duration of the heating or cooling l/(l + s):

QH ¼ q cp
a

l þ s
zB ð4:84Þ

The method needs careful analysis of the turbulence structure and promises
possibilities for the application of fluxes above high vegetation, especially for
predominant stabile stratification with significant ramp structures. There are only a
few experimental studies available (Katul et al. 1996; Snyder et al. 1996; Castellví
and Snyder 2010; Castellví et al. 2012). An evaluation is given in Table 4.21.

4.5 Fluxes of Chemical Substances

The deposition of chemical substances occurs in three different ways (Foken et al.
1995; Finlayson-Pitts and Pitts 2000):

• wet deposition of solute gases and substances in rain water,
• moist deposition of solute gases and substances in fog water,
• dry deposition by turbulent transport of gases and particles (aerosols).

s

Zeit 

a > 0

a < 0

unstable with a > 0

stabile with a < 0

time

Fig. 4.14 Schematic view of
the calculation of ramp
structures of the surface
renewal method (Adapted
from Snyder et al. 1996, with
kind permission of © Kluwer
Academic Publisher B.
V. Dordrecht 1996, All rights
reserved)
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Only the dry deposition can be measured with the previously described methods
of energy and matter exchange. The wet deposition is a precipitation measurement
made with so-called wet-only collectors, which open only during precipitation to
avoid the collection of dry deposition and sedimentation. The problems with this
measurement are similar to those for precipitation measurement (see Sect. 6.2.4).
The moist deposition is important only in areas with frequent fog conditions such as
hilly regions (Wrzesinsky and Klemm 2000).

In ecological studies, bulk deposition is measured with open collectors located in
the trunk space of a forest. These measurements are the sums of the wet deposition,
the sedimentation, the wash up of deposited substances from leafs, and partly dry
deposition. The crown-eaves method attempts to compare the bulk deposition with
the wet deposition outside the forest, and to estimate the dry deposition as a
difference term (Guderian 2000). This method cannot measure the dry deposition
quantitatively, because substances are also directly absorbed by the plant surfaces
or deposited in the under story or the soil. Also, the sampling time cannot be
equated with the time of deposition.

The distribution of the total deposition of the three deposition paths depends
significantly on the properties of the surface. High vegetation with a large surface
roughness more efficiently absorbs matter by dry deposition from the air (comb out)
than by wet or moist deposition. Depending on the substances, dry deposition
makes a contribution to the total deposition of about 3/4 above high vegetation and
2/3 above low vegetation (Foken et al. 1995). The substance-dependent differences
are shown in Table 4.22.

The dry deposition can be determined, in principle, with all the methods
described thus far. One of the difficulties is the limited number of gases for which
high-frequency gas analyzers are available for the eddy-covariance method. For
profile measurements, the absolute accuracy of the gas analyzers is often too poor to
provide for the necessary resolution or the sampling times are larger than the typical

Table 4.21 Evaluation of the surface renewal method

Criterion Evaluation

Area of application Basic research and extensive continuous measurement programs
for special cases

Financial expense 5–10 k€ per system

Personal expense Intensive continuous scientific and technical support

Education Good micrometeorological and measurement technique and
probably also chemical knowledge

Error Depending on the micrometeorological conditions 10–30%

Sampling 10–20 Hz

Time resolution of fluxes 30–60 min

Application for chemical
compounds

Selected inert gases (gas analysers with high time resolution)

Restrictions in the
application

Sufficient footprint area, turbulent conditions necessary, only over
vegetation with ramp structures
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meteorological averaging times. Often, modified Bowen-ratio methods,
flux-variance similarities, or accumulation methods are utilized. All these methods
are not suitable for continuous, operational measurement programs. For recording
of the dry deposition estimates, the so-called deposition velocity is used. For cli-
mate research worldwide, carbon dioxide exchange is measured with the
eddy-covariance method within the FLUXNET programme (Baldocchi et al. 2001).
Therefore, extensive technical guides are available (Moncrieff et al. 1997; Aubinet
et al. 2000, 2003b, 2012a). Recently efforts have been made to standardize mea-
surement and analysis methods within larger national (NEON, SanClements et al.
2014) and international (ICOS) programs. However, limitations exist due to the
variability of atmospheric turbulence and the adaption of instruments and models.

All mentioned methods are unsuitable for routine measurements. A simple and
routinely applicable, but physically unrealistic, method is based on the deposition
velocity defined by Chamberlain (1961):

vDðzÞ ¼ � Qc

cðzÞ ð4:85Þ

This definition is inconsistent with the gradient approach (Roth 1975). But the
deposition velocity can be assumed to be a reciprocal transport resistance (see
Sect. 5.3), in which the concentration can be replaced by the concentration dif-
ference between the measurement height and a second reference height (in the
ground), where the concentration is constant or very low. In this way, the physical
incorrectness can be overcome. This assumption has the disadvantage that short
time changes of the dry deposition (daily cycle or shorter) cannot be exactly
reproduced. The method is therefore only applicable for long-term measurements.

Deposition velocities are on the order of 10−3 m s−1 and are highly variable
depending on the surface and the meteorological conditions (Table 4.23). For
countrywide investigations, the deposition velocity listed by the relevant agencies is
dependent on the time of the year in which the averaged dry deposition was
measured.

The proportionality given in Eq. (4.85) between the flux and the concentration is
generally fulfilled only for unstable and neutral stratification. Figure 4.15 shows

Table 4.22 Ratio of the dry deposition (TD) to the wet deposition (WD) resp. dry particle
deposition (TPD) over rural areas (Foken et al. 1995)

Matter High roughness (forest) Low roughness (meadow)

SO2/SO4
– 3–4:1

1:1
TD/WD
TD/TPD

1–1.5:1
3–10:1

TD/WD
TD/TPD

NO2 + HNO3 1.8–4:1 TD/WD 1–2:1 TD/WD

NO3
− 1.2–2:1 TD/TPD 2–10:1 TD/TPD

NH3/NH4
+ 0.2–5:1

0.2–5:1
TD/WD
TD/TPD

?
1:1

TD/WD
TD/TPD

metal *1:1 TD/WD 1:20 TD/WD
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that this proportionality can be realized only with a large scatter. For stable strat-
ification, changes of the concentration are nearly independent of the flux.

Due to the non-physical definition of the deposition velocity, there are also
problems with its experimental determination. The exact definition would be the
transport or transfer velocity (Roth 1975; Arya 1999):

vDðzÞ ¼ � Qc

cðzÞ � cð0Þ ð4:86Þ

Only for the case c(0) = 0, i.e. for matter which disappears nearly completely by
reactions at the surface, the deposition velocity would be identical with the transfer
velocity. Otherwise one obtains unrealistic values (Businger 1986). The determi-
nation of the transfer velocity can be made with all the methods described in this
chapter; however, the profile method (see Sect. 4.1) is the simplest method.

Most common is the determination of the deposition velocity with the resistance
approach (Seinfeld and Pandis 1998), which is described in detail in Sect. 5.3.
Thus, the calculation using simple models is possible (Hicks et al. 1987). An
evaluation of the method with the deposition velocity is given in Table 4.24.

Table 4.23 Examples for the deposition velocity (Helbig et al. 1999)

Gas Surface vD in 10−2 m s−1 Conditions

SO2 Grass 0.5 Neutral stratification

Needle forest 0.3–0.6 Averaged value

O3 Grass 0.55 Neutral, 5 m s−1

Spruce forest 0.4 Averaged value

NO Grass 0.05 Neutral, 5 m s−1

Spruce forest 0.1–0.4 Averaged value

NO2 Grass 0.6 Neutral, 5 m s−1

Spruce forest 1.2 In spring

SO  - concentration in ppb2
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O

  -
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ux
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 s
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Fig. 4.15 Dependency of the
sulphur dioxide deposition on
the concentration under the
assumption of a constant
deposition velocity; filled
symbols are values at noon
time with unstable
stratification, and open
symbols values with stable
stratification (Adapted from
Hicks and Matt 1988, with
kind permission of © Kluwer
Academic Publisher B.
V. Dordrecht 1988, All rights
reserved)
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The previous remarks are only valid for inert gases like carbon dioxide or
sulphur dioxide. For reactive gases, the methods can be used only if one gas is
significantly in surplus or the measurement time is significantly shorter than the
reaction time (e.g. application of the disjunct eddy-covariance method) and reac-
tions do not play an important role, for example ozone deposition during daytime in
a rural area. It is also possible to combine complexes of matter, for instance the
NOx-triade consisting of nitrogen monoxide, nitrogen dioxide, and ozone, or the
ammonium-tirade consisting of ammoniac, ammonium ions and ammonium nitrate.
With the application of the profile method, it must be taken into account that due to
reactions the gradient does not always represent the direction of the flux (Kramm
et al. 1996). For the application of the eddy-covariance and eddy-accumulation
methods, it must be considered that the reaction times of typical chemical reactions
are in the order of 101–104 s and therefore just in the range of the turbulence
fluctuations (Fig. 4.16). Very critical are the conditions of stable stratification.
Therefore, these methods are basically unusable except if turbulent eddies are
tracked with multipoint measurements under the assumption of isotropic turbulence
(Foken et al. 1995).

A measure for the ratio of the transport time to the reaction time is the
Damköhler number (Molemaker and Vilà-Guerau de Arellano 1998)

Dat ¼ td
tc
k c�h i; ð4:87Þ

where k is the kinematic reaction constant and c�h i is a dimensionless
volume-averaged concentration of one of the reaction partners in equilibrium. Other
definitions scale with the emission flux (Schumann 1989). Because the reactions
often occur within the smallest eddies, the Kolmogorov-Damköhler number is
applied

Table 4.24 Evaluation of the determination of the dry deposition with the deposition velocity

Criterion Evaluation

Area of application Operational measurement programs

Financial expense 2–15 k€ per system

Personal expense Technical support

Education Knowledge in measurement technique

Error According to the micrometeorological conditions 20–50%,
partly >50%

Sampling 1–10 s, determination of averages over 10–30 min

Time resolution of fluxes Decadal and monthly averages

Application for chemical
compounds

Selected inert gases

Restrictions in the application Only for rough estimates usable
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Dak ¼
ffiffiffi
m
e

r
k c�h i ð4:88Þ

with the kinematic viscosity, t, and the energy dissipation e. An estimate of the
dependence of chemical reactions on the Damköhler number was given by Bilger
(1980):

Dat � 1 slow chemistry
Dak\1\Dat moderate chemistry
Dak � 1 fast chemistry

ð4:89Þ

The determination of the exact transfer and reaction times is important. For the
transfer times the method by Vilà-Guerau de Arellano and Duynkerke (1992) is
widely applied:

td ¼ j � ðz þ z0Þ
r2w
u2�
� u�

ð4:90Þ

stable

slightly
stable

unstable

Fig. 4.16 Relation between the characteristic transport time td and characteristic reaction time tc
for different chemical reactions for a layer of 10 m thickness and different thermal stratifications
according to Dlugi (1993), 1: HO2 + HO2 ! H2O2 + O2, 2: HNO3 + NH3 $ NH4NO3, 3:
O3 + NO ! NO2 + O2, 4: O3 + isoprene ! reaction products (R), 5: O3 + monoisoprene ! R,
6: NO3 + monoisoprene ! R, 7: NO3 + isoprene ! R, 8: OH + isoprene ! R, 9:
OH + monoisoprene ! R, 10: O3 + olefins ! R, 11: O3 + NO2 ! NO3 + O2 (Published with
kind permission of © SPB Academic Publisher, The Hague 1993, All rights reserved)
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Often the value for r2w=u
2
� is parametrized using a value of 1.6 according

Eq. (2.102). Consequently, Eq. (4.90) is then only valid for neutral stratification
(Wyngaard 1982). An estimate for single layers in the surface layer by considering
of the stratification based on Eq. (2.75) was given by Mayer et al. (2011):

td ¼ Dz2 � uHð1Þ � Sct
j � zm � u� : ð4:91Þ

The reaction time, e.g. for the reaction of ozone and nitrogen monoxide with the
reaction rate k by Atkinson et al. (2004)

O3 þ NO�!k NO2 þ O2; k ¼ 1:40 � 10�12exp
�1310

T

	 

; ð4:92Þ

according to Lenschow (1982) is given by

tc ¼ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jNO2 þ k2 NO3 þ NNOð Þ2 þ 2k jNO2 NO3 þ NNO þ 2NNO2ð Þ

q ð4:93Þ

with the photolysis rate for NO2 (jNO2 ) and the molecule density N in mol cm−3.
Vilà-Guerau de Arellano (2003) explicitly recommended that chemical reactions

and turbulent transport are always being considered together and that the deter-
mination of the Damköhler number is of vital importance. Foken et al. (2012a),
among others, confirmed this for the matter exchange in high vegetation, where the
diurnal cycle of the Damköhler number was found being highly variable.
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