6.2. Funkcija izvodnica momenata



Glavne poruke

e FI momenata ima sli¢na svojstva kao i FI vjerojatnosti, ali nije
ogranic¢ena na slucajne varijable s vrijednostima u Nj.

o Ipak, FI momenata nije definirana za varijable koje imaju
"pretezak rep". Primjerice, ¢im je E[|X|*] = co za neki k, X
nema FI momenata.

o FI momenata se opcenito koriste za dobivanje ograda na

vjerojatnosti oblika P(X > u) za velike u > 0, ali time se neéemo
baviti.



Def. 6.12 (FI momenata)
Neka je X (bilo kakva) slu¢ajna varijabla. Ako postoji top > 0 za koji
vrijedi
E[e] < 00, V|t| < to, (6.9)
funkcija M : [—tg, to] — [0, 00) definirana sa
M (t) := E[e™], (6.10)

zove se funkcija izvodnica momenata slucajne varijable X.

Napomena.
o U nastavku ¢emo Cesto pisati Mx := M kako bi naglasili da se
radi o FI momenata za slucajnu varijablu X.

o Ako ne vrijedi (6.9), FI momenata nije definirana, te se rezulati
koje ¢emo izvesti ne mogu koristiti za takve slucajne varijable.



Napomena 6.13 (o uvjetu (6.9))

o Ako je t > 0 (odnosno t < 0), uvjet E[e!X] < oo ée vrijediti ako
vjerojatnosti P(X > u) (odnosno P(X < —u)) nisu prevelike za
velike u > 0.

¢ Gornji uvjet je ekvivalentan je uvjetu
E[e" ¥ < 00. (6.11)
o To slijedi jer za sve |t| < tg vrijedi
X < eltX] ¢ ol X| ¢ ax[etoX | gt X} C oX 4 o~toX

pa specijalno i

E[e™*] < Ele"¥I] < E[e"*] + E[e¥].



Teorem 6.14 (Svojstva FI momenata)

Pretpostavimo da postoji ¢y > 0 takav da vrijedi (6.9).
(a) Za sve k € Ny je EUX\]‘”] < 00, pa specijalno postoji k-ti
moment od X definiran s uy := E[X*].

(b) Za sve |t| < to vrijedit

o0

Mx(t) =Y %

k=0

(c) Za sve k € Ng vrijedi M) (0) = .

1Zato se Mx zove funkcija izvodnica momenata.



Dokaz.

Dokaz je baziran na jednakosti ¢ = > 2z eR.

n=0 n!>

(a) [E[|X|k] < oo,wc}

X"
etol Xl = Ej d '| |X|k VEk € Np. (6.12)
n
n=0

Monotonost oc¢ekivanja povlaci da je

tk (6.1
OIEJ[|X|] EletolX1] <)oo VEk € Ny .

Tvrdnja sada slijedi buduéi da je tg > 0.



Dokaz.

(b) [Mx(t) = T2 fe*, Vit < to |

Za, |t| t(),

Mx(t) =E[e"] =1

n=0

| | :
n=0 n n=0 n:

0 mxm
Z n! ]

Napomena.* Zamjena E i Y7/ u trecoj jednakosti opravdana je
verzijom tzv. Fubinijevog teorema (vidi biljeske). Dovoljan uvjet
ovdje je zadovoljen samo za |t| < tp jer je samo tada

Z t" IXI

= EeHX] < Eetol X)) C2Y o




Dokaz.

(¢) [M®(0) = ]
DZ — slijedi jer

Mx(t) = %tk
k=0

deriviramo "¢lan po ¢lan".



Primjer 6.15 (Exp(\) razdioba)

o Za X ~ Exp(\), tj. fx(t) = Ae ™, t > 0, vrijedi
. - A
Mx (t) = [raspis na plo¢i] = Pt t<Ai=tp.
[Formalno bi trebali uzeti ¢p := A — € > 0 neki mali ¢ tako da vrijedi

(6.9)]

o Specijalno, iz M (¢) = ﬁ slijedi da je

1
E[X] = M%(0) = 1
Daljnjim deriviranjem mozemo dobiti i E[X*] za k = 2,3, ..., ali

pogledajmo puno elegantniji pristup.



Primjer 6.15 (Exp(\) razdioba — momenti)

o Ideja: Znamo da je Mx(t) = 307 LE[X"], za t < to, pa ako
nademo niz (a,)n>0 za koji je Mx (t) = >, %an (za t-ove na

proizvoljno maloj okolini nule), nuzno je E[X"]| = a,, ¥n > 0.
o Akoje E~Exp(1)i|t| <1,

1

ME(t):[t<1:>\]:ft‘A o1t

n

=t <1] = Zf"—Z— n!.

n=0
~ E[E™] =n!, za sve n > 0.
e Opéenito, buduéi da je X := % ~ Exp(}\),

E[E"] n!
AT an

E[X"] =



Primjer 6.16 (N(,0%))

Za Z ~N(0,1) imamo

oo 1 22
Myz(t) =E etZ :/ e T '€tzdz
=
: & 1 1(.2 2 +2
= [+ :/ o3 (F2z+)+ 5 g
5] oo V2T
2 [ 1 (z—1)2 2
:ez/ e 2 dz=e7, VteR.
—oo V2T
~—

to jest

Myxoun(t)=e?, teR (6.15)



Primjer 6.16 (N(,0%))

Za X ~N(p,0?),
Mx(t) = E[e"*] = [X ~ 0Z + ] = E[e!7ZF#] = *E[e'77]
2 -2
=M My(to) = [Mz(t) =eT| ="t VteR. (6.16)



Primjer 6.17 (FI ne postoji uvijek!)

 Ako za sluéajnu varijablu X postoji k = 0 t.d. je E[|X|*] = oo, tj. X
nema k-ti moment, po prethodnom teoremu ne postoji tg > 0 t.d.
vrijedi (6.9), tj. ne postoji Mx.

o Intuitivno, to su varijable koje imaju "pretezak rep" u smislu da su
vjerojatnosti P(|X| > u) (tj. P(X > u) ili P(X < —u)) za velike
u > 0 relativno velike.

o npr. to je slucaj za X ~ Pareto(«) za proizvoljan o > 0 (X > 1 te
P(X >u) =u"% u>1) - u Primjeru 5.28 smo pokazali da je
E[X?] = o0, pa je i E[X*] = 00 za sve k > a.

NAPOMENA™.
o Ako za X ne postoji My, mozemo koristiti tzv. karakteristicnu
funkciju ¢ — E[e?X] € C koja uvijek postoji.
o Karakteristi¢na funkcija ima sli¢na svojstva kao i FI momenata.

o Ipak, ako postoji Mx mozemo dobiti eksponencijalne ocjene na
vjerojatnosti oblika P(X > a); vidi vjezbe (Chernoffova ograda),
te tzv. teoriju velikih devijacija (engl. large deviations).



Kljuéna svojstva (isto kao kod FI vjerojatnosti)

Tm. 6.18.(DZ) Ako su slucajne varijable X i Y nezavisne te postoji
to > 0 tako da su Mx i My dobro definirane na [—tg,to], Mx+y je
takoder dobro definirana na [—tg, o] te vrijedi

My iy (t) = Mx()My(t), [t <to. (6.17)

Nap. 6.19 (FI momenata jedinstveno odreduje distribuciju) MozZe se
pokazati da ako vrijedi Mx = My na nekom otvorenom intervalu oko
0, tada slucajne varijable X 1 Y imaju istu distribuciju (bez dokaza).

Pr. 6.20 (zbroj nezavisnih normalnih je opet normalna)(DZ)
Koristeéi (6.17) i prethodnu napomenu lako se pokaze da za
X ~N(p1,0%2)1Y ~ N(uz,03) nezavisne vrijedi

X +Y ~ N(us + p2, 05 +03).



Pr. 6.21 (Crowdsourcing)

o Pretpostavimo da su X; ~ N(u,07), i = 1,...,n nezavisne, za neko
zajednicko ocekivanje pu € R, te (mogude razli¢ite) varijance
O1y...,0n > 0.

o Cilj: na temelju realizacija X7 = z1,...,X,, = x,, Zelimo procijeniti
7

o Motivacija: Imamo proizvod ¢iju (nepoznatu) kvalitetu zelimo
procijeniti. Parametar p predstavlja kvalitetu proizvoda, a X;
predstavlja ocjenu koji i-ti korisnik daje tom proizvodu — veéi o;
odgovara korisniku s manjom ekspertizom.



Pr. 6.21 (Crowdsourcing, n
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Pr. 6.21 (Crowdsourcing)

« Osnovni procjenitelj koji mozemo koristiti je X, = 2> " | X;, a
njegovu "gresku" mozemo definirati kao

err(X,,) :=E[| X, — ul] .

« Po prethodnom primjeru znamo da S, := Y .- ; X; ima normalnu

razdiobu, pa nadalje slijedi da i X,, —pu = £ - S,, + y ima normalnu

n
razdiobu, i to s parametrima

_ ) 1
B[X0 — ] = [B[Xi] = o, ¥i) = - njy — = 0,

) = Var(X) — ost] = 2mim1TE 2
Var(X,, — u) = Var(X,,) = [nezavisnost] = o =i Cp
n

« Specijalno, ako je Z ~ N(0, 1), imamo ¢,|Z| ~ |X,, — u|, pa odmah

slijedi
32
err(X,,) = c,E[|Z]] = \/z @



Pr. 6.21 (Crowdsourcing)

en

e Akoje o; = 0 > 0, Vi, onda je err(X,,) = \/E ﬁ — 0, kada n — oo.

U

o Na primjer, ako dopustimo da varijance o; ovise o n, tj. o; = 05"), te
ako za neki € > 0 vrijedi

max J(") nite, vn>1

1=1,...,n

tj. barem jedna varijanca je dovoljno velika imamo

err 1/ \/777 — +00, M — 0.




Pr. 6.21 (Crowdsourcing)
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Za alternativan procjenitelj kada su o; poznate vidjeti viezbe. Sto ako
su o; nepoznate?



Primjer 6.22 (Gama razdioba)

Kazemo da slucajna varijabla X ima gama razdiobu s parametrima
a, A > 0 (oznaka X ~ Gama(a, A)) ako je neprekidna s gustoom

)\Ot
ft) = e M >0,

uz f(t) =0 za t <0, gdje je ['(a) := [;~ y* e vdy tzv. gama
funkcija (vrijedi I'(n) = (n — 1)! za sve n € N).

Gama(3,2.1)




Primjer 6.22 (Gama razdioba) — svojstva

fGama(a,A)(t) =cC- taileim , t>0

ocito je Gama(1l, \) = Exp());

X ~ Gama(a, 1) povlaéi da je & ~ Gama(a, ), za sve A > 0
(DZ);

o X ~ Gama(a, \) povladi Mx(t) = (ﬁ) ,zat <\ (DZ).

o Kkoristi se u Bayesovskoj statistici kao tzv. apriorna distribucija.



Prop. 6.23 (zbroj nezavisnih Exp(\))

Ako su X,..., X, njd takve da je X; ~ Exp(}), vrijedi
T,:=X1+4+ -+ X, ~ Gama(n, \) .

[U Poissonovom procesu s intenzitetom A > 0, gornji 7,, je upravo
vrijeme kada se dogodio n-ti dogadaj.]

Dokaz.

My, (t) = [X1,..., X, njd] = (M, (£))" = (AA_J

= MGama(n,)\) (t)y t<A.



